chapter 17

|'x 1
mulation

17,1 Introduction
The representation of reality in some physical form or in some form of
mathematical equations may be called simulation. i e, simulation is an
imitation of reality, &
Some examples of simulation models
(1) Testing an aircraft model in a wind tunnel. Z
(2) Children cycling park with various signals and crossmg — o
' mode) a traffic system. 3
(3) Planetarium, : { |
. To determine the behaviour of a real system in true environment
a number of experiments are performed on simulated models |
either in the laboratories or in a computer itself.
Some advantages of Simulation PREEIaS
(1) Less complrcawd mathemancally
m, (2) Flexible.
. (3)_ Modified to sunt the changing environments of the r&l situation.
"4 Can be used for training purposes. . |
(5).--May be less expensive in quite a few real-world situations. 1
«:(6): ‘May: be less time consuming in - ‘quite 2 -few real-world
situations, -
Some Limitations ofSimulation B
& i ko “Quantification of the vanab]cs may bc dnfﬁcult. re el
(2) Large number of variables makes simulation unwneldy and more i
) o lmulatlon may aot yneld optnnum rcsults . gaadiiva sebng
4) '“"Sjmulatlon may ot be cheap always. ... . . . g Vit
':‘S?l'lnulation may not. bo lcss time consummg always R

_Cannot tely’ {00’ much 6n the’ results obtained from sumulanon?"
models sometlmes ' : _ - L s ‘ i
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172 Besource Mansgomen Techniques Bolic ataht . ___m ,
e Simulation may be especially used when G il
i o (1) The problem is susceptible to description by 2 mathemag,,, |
5 mode] but the analysis of the model is beyond the feyy o E
. mathematical sophistication of the analyst. ; e
i (Z) The problem is not susceptible to description by 2 mathemas;.; o
(%) One is satisfied with sub optimal results for decision making. |
s o 17.2 Monte-Cario Technique or Monte-Cario simulation -

| ﬂaesimlaﬁmmoddlt‘is‘cmm&wdforappﬁcaﬁonhvolvhgrmo: :

1S Random numbers may be dravm 'a random

B () Chppendin Table 2 ofthis book) ;o Fandom mumber table
() One may mt;m" nn)br:ndmn obtained using electronic devices.

Sembes ,mnnbmmﬂleplaceofmndom
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’  where a, b nte -

I et :-’:o"i‘:"::;'; mg‘:.;; :f;ﬂl_c ™ and (j +1yh

B eld s e o_fm ndly ich, if chosen proper]

| Tt s :’::ldmn numbers, the validation of ; pros, Before usi
important, A numbcr of tests are ayailape to te
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(1) Prequency test or uniformity test i

(2) Chi-square test
(3) Independence tost :

Even though there Is a large number of tests for randomness a
sequence of pseudo-random numbers that passes the frequency
test and independence test will be sufficlent for most simulation
purposes, The multiplicative congruentlal generating

X 4 | ™ % + @ (mod m) with the value of g, m and x taken
suitably Is found to pass both these tests,

17.4 Steps In Simulation
(1) Identify the measure of effectiveness.
(2) Decide the varlables which influence the measure of
offectivencss — choose those varables which affects the measure
of effectiveness significantly.

(3) Determine the probability distribution for each variable in step
(2) and construct the cumulative probability distribution.

’

(4) Choose an appropriate set of random numbers.
(5) Consider cach random number as decimal value of * the
cumulative probability distribution.
-(6) Use the simulated values 80 generated i;ito the formula derived
} L from the measure of effgctlveneu.
.".; ~r‘; (1) Repeat (5) & (6) until the sample s large enough to arrive at 2
p i T satisfactory and reliable decision.

an :

1~ 12,5 Uses of Simulation
Sl@ullgloh is used for solving !
" (1) Inventory problems
(2) Queucing problems |
3) Training programmes, efc.
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17.4 Resource Management Techniques

om

17.6 SIMULATION APPLIED TO QUEUEING PR

Enmple |

'
service. Assume that inter arvival and service time are constanyy ,
given by 1.5 and 4 minutes respectively. Simulate the System by ha:d
computations for 14 minutes () What is the waiting time ped
customer ? (i) What is the percentage idle time for. the facimy;
(Assume that the system starts at ¢ = 0) '

.. Solution ; First customer starts getting the service. So its departure
time becomes ¢ = 0 + 4 = 4 minutes. Next event (arrival) occurs g¢ ;- 04
L.5 = 1.5 minutes, which is listed before dyat't=4, The facility jg stil
busy 2nd customer stands in the queue and the first one jg o be
considered in this queue. The 3rd- arrival event ay (customer 4) a

1=3.0 + 1.5 = 4.5. This event succeeds d) att = 4. At this moment fir,

Customer departs leaving the service facility free. Second customer wh,
was the first to join the queue, now gets service. The waiting time &
calculated as the time period from the moment he, Joined the queye uniti]
his service is started. This process is repeated until the simulated perio
completed. The results of simulation are given in the following table,

l‘ed

Tme | arvivalidepartars | e | Waiting time
0-0 | 21, o 1
1-5 it B2 mtie adsatui 2
 3-0 R M R Ny
o R N B ey
- L. (Customer2) -
4-5 a 4 [T ]
6-0 B e L WL ‘s MR s {
7-5 I 0 il e
- T Tk Lty 0 oty T 8=—-3;-‘5
8-0 % R L T (Custoiner 3) /
9-0 aq 7 |
10-5 ay B TR e
2-0] et FTTEEEL
1 {Customéid). -
13-0 20 10 .
14-0 end ' =5 ks

: Customers arrive at a milk booth for the req.,,: 5
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Customer

From this simulation table 1t is. clear that 'uh r o
(i) Averag ewaltmghme for customer <+ | ... . 5910,
5+5+7548+65+50+35+2+05
O 10 1
o R 40 vl A
TG —405 minites. - i '
(ii ) Average waiting’ per customer for those who must walt
40 d i AT

(m) Pﬁrcentagc 1dle tmw of thefacxhty 0%
(smce serv:cmg facxhty is always busy) L
nle2 ] oA samp]e of 100. arr;va]s of customers at 2 reml

sales depot ls accordmg to the followmg;dlstrlbution;m ik
Tune between arnvals Y
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12.6 Resource Management Techniques

Time batw:ee;l service Frequency
n 1 (s
s iz
o A 21
N 1.5 . 36 ¥
20 19
2.5 9
3.0 5

Estimate the average percentage customer waiting time
Average percentage idle time of the server by simulation for the neyg
10 arrivals, ;

Solution : Tag numbers are allocated to the events in the sap,
Proportions as indicated by the probabilities, .

Arrivals s Cumulative | e |
(min) Frequency | Probability Probability Tag-numb_m
0.5 2 0.02 | 0.2 0-01
1.0 6 0.06 0,08 02-07
1.5 10 0.10 0.18 08~-17

2.0 25 025 | 043 18-42
25 [. 20 020 | 063 43 62

30 14 0.14 0.77 63 ~76 . |
3.5 10 0.10 0.87 1386
4.0 7 0.07 0.94 87-93 |
45 4 0.04 0.98 94-97 |

50 2 [ om 100 98-99 |

180 | e

Service time ' o Cwnulétive S 5 R
(min) | FTequency Pmbablllg Probability | Tag-numbers |
0.5 12 0.12 0.12 00-1}
1.0 21 | 02 0.33 C12-32
1.5 36 | 036 0.69 33-68
2.0 19 0.19 0.88 69-87 |

s LS Y 095 88-94 |

30 5 | oos Lo | R

——_—— su N
¢ random numbers are generated and linked to ‘appropriate

events. The first 10 random ors s s

The roies: imulating arrival, the second 10 |

Q an

s
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T e | A | on T Tyt

Af;l , | dom a:lrlval ;ml dom | Time Service Waliing time of f‘

No (m”l':) f'm"l';)_ No \ tmin) |\ Start pna Customer Server ;

5 | 220 160176) 20 60| g0 | - | -

ﬂii:,fff 2.5 | 85| 58| 1.5 -migﬂjjﬁgr'_lﬁ e E
3 |64 |30 0S|l us s |imo| - | 1s
s (2920 |135]74) 20 | 135155 | - | o5
6 | 071 1.0 [145]1921 25 1155|180 | 10 | -
7110 | 15 [160]38 | 15 [180| 195 | 20 | -
63 | 30 [190] 70 | 20 (195215 | 05 | -
9 1.76 | 3.0 |220| 96 | 3.0 [220|250| - | 05
0 | 35| 20 [240] 92| 25 |250]275| 10 | -
Total | 45| 7.0

: AT . _45
(i) Average waiting time per customer is = 75 =043 minutes
: A ' 70 :
(ii) Average waiting time (or) idle time of the servers =77 = 0.7 min

: An automobile production line turns out about 100

cars a day, but deviations occur owing to many causes. The

production is more accurately described by the probability
. distribution given below : '

Production/day - Probability
95 - . 003
96 0.05
e pive . 97 ‘ 0.07
At -Gl . 98 0.0
99 T 045
100 ° (020
101 | 015 |
102 [ 010
103 ¥ ____,_Q_QL——-"
2104 3 ’__-_JLQ_S______..._ 68
105 - b 003
| L_:W;—-—— o
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Resource Management Techniques

17.8
Finished cars are transported across the bay at

u day by ferry. If the ferry has space for only 101 cars,
. average number of cars waiting to be shipped and what ), be
i average number of empty spaces on the ship ? ® the
f  Solution : The Tag - numbers are established as in the tabje beloy,.
')gi / Production/day I Probability { S:Otggl’;;;;:; I m
§ [ 95 003 | 003 | -
| ] 96 | 005 | o008
| [ 97 [ 007 | 0I5
| | 98 [ o010 | 025 ]
| [ 99 | o015 | 040 |
| 100 [ 020 | o060 |
| 1 T oas | 075 Ii
| 102 | o010 | o8 |
| | 103 | 007 | 092 |
S N T Y Y - Y |
L 105 | 003 | 100 |
‘ | foH(;mwi; élglgll:t:ed production of cars for the next 15 'days is‘gfv'eni‘in the
' Random | Pro ] a N o, OF err o iE
| | oo | R Pt e o e
i L1 | 7 | s | 4 [ e
I L2 | 02 | o5 O |
* 4 | e ] BRI
R ] e
[ 6 | | 30 =
| 7 N :
|8 Lo
; - P
S ]\ 1
wAlTE &
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:, " — it
Average “Umber 0 La;r [ v n~~«jiT'i.h{mflw_w”9 T
"Vaiting tg be Shlpped} 4 :ﬂ 4F
5
Average numpey of emoy 0.67 per day b
SPaces on the ‘h'p} . El% 1
| 1.53 per day *i
‘ 17.7. Simulatip i
" applied to some otper types of problems t
SIng simulatipp find the valye of 7 j
Solution : Taking

the origin O
¢ i - N O as the ce w
‘ circle cutting the coor Wiz ntre draw am arc AB of unit

axes OX, OY at A
square OACB as shown i in the figure. WD g complete the

Fig. 12.1

Equation of the arc ABis x> +32 = 1,0<x <1,6<y <1 and

0<x <1,0<y <1 is nothing but all the points inside and on the square
OACB.

Usmg the randorm number table, select any two random numbers, say
0.3262 and 0.9586 and let x = 0.98262 and y = 0.9586. The point (0.8262,
0.9586) will lie inside or on the arc AB if x2 + ¥ <1 or will lie outside - 4
the arc and within the square if 2 +2 > 1,

' "o tlns manner large number of pairs of random numbers are selected
s and whether the points representing the pairs lie in/on the arc or beyond
o % the arc but msude the square is, determined

t T i £ : €
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Exsmple 5/: A tourist czr operator finds that daring the past fe,,

mouths the car’s use has varied so much that the cost of
the car varied considerably. During the past 200 days the demand f,

the car Juctuated a5 below
%" Freguency

Trips perm-*ij
0 16

1
2

LY

i
& 82y

th

Using random numbers simulate the demand for a fem week

period.
Solution : The Tag — numbers allotted for various demand levels is.

shown in the table below -

| Tripsweek(or) | Fre | Proba | Cumulative | Tag— |

‘ 16 L 0.08 | 0.08 - 00-07-
{ 015 | 0.35

0.65

0.85

1.00

30

0
I
2 |
3 I 60 | 030
= ;
5

ey A el
LT

40 | 020
30 | 015
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- __»Mmislmlﬂalinn 17.11

The simulated demand fi
given in the table below : Or the cars for the next 10 weeks period
5 s period is

Week Random —
= Number Demand
: 2 e
3 95 5
2 18 -”1“ “
e : 96 B ..
20 2
6 84 4 .
! 56 3
8 1 T
) 52 3 4
1 03 | 0
Total demand = 28 cars
" B
. Average demand = 70 2.8 cars per week.

e demand for 2 particular item is

f 175 units and standard deviation

: Suppose that th

normally distributed with a mean 0
mand for the next 20 days-

of 25 units per day: Simulate the de
=175 and O ~ 25. In normal distribution,
ence the demand can vary

3g limits. H
om 100 to 250. The cumulate distribution of

be found as*
Tag -

/ .
X-H Cumulative
Probability Numbers

0.00 00-00

100

/’,;5// -2 ooz | W0

T | -1 0.16 02— 13
PN g e AT

T 0.50 16 - 49
175 L0 L 9
S __,,...,-—-z.,..-m.,.,.-»- e
\ - 84-97

200 o : 098 |
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17.12 Resource Managcmcm;l_"fw e —
7 lThe simulated demand for the next 20 days in gwenw
i g o Random l m
1 [ Day ]Random , Demand } Day Number %
Number —_—]
[ 1 o7 | 250 | 11 | 04 | 150
* 86 | 225
Y 2 [ | 150 | 12| 25|
' 1; [ 3 | 80 | 200 | 13 | 24 | IE__._
T4 1 ¢ [ 200 | 14 [ 39 176__:_
| | 5 | 96 | 225 | 15 | a7 175 %
i [ 6 [ 55 | 200 | 16 | 60 200+
7 | 50 [ 200 | 17 | 6 | 200
| 8 [ 20 [ 175 | 18 | 44 | 175
| 9 | 58 [ 200 | 19 | 93 | 225
” klo L 51 [ 200 | 20 | 20 | 17 -
: Suppose that the sales of a particular item per day js
poisson with mean 5, then generate 20 days of sales by Monte—Carlo
| Method. ROSNR -
1 Solution : The cumulative distribution of sales is calculated on' the
I information that sales have poisson distribution with mean A = 5.
| ' The probability for sales is given by
i —A\r . Ser :
CPx=p = SN (oAss)

0 | 00l | o0—ogo
I 0.04

3 021 ] 13 )
g 944 | 27-43 ]
6

!
ph Cumulative Tag — i hidh

e eeay

7 | o087
8 | oey
R T T |
S [ Y e
itk T P YTy o Tvary
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/’Tﬁ,:;u’naated sales for the pext 20 da I Simulation I7 13 §
| — ys is given in the table below : i
} Day Random Sal —y
2 | S8 = s 4 12 }:

3 89 = < i Ji

Y 1 .98 13 10 02

5 ¥

— 03 14 27 04 1

5 =% 4

= e 02 15 50 05

- i Boed| 16 | 93 09
| s | o | w ] w | 6 |
| 8 | 3 | M | 18 | &7 05 |
| e o1 02 19 50 05 |
10 53 | 05 20 78 07
: A manufacturing company keeps stock of a special ‘

product. Previous experience indicates the daily demand as given

below : |
Daily demand : 5 10 .15 20 - 25 30
Probability : 001 020 015 050 0.12 0.02

Simltllate the demand for the next 10 days. Also find the daily
average demand for that product on the basis of simulated data.

Solution : '
Lo - o Curulative Tag -
) Demand Probability | probability | Numbers
s | 000 ..001 | 00-00
AT 1p 020 021" | 01-20
N R TR P 0.15 tobilern 030 e | 21 =35

‘:"l"‘,' ) ¢ 1 ——— ’

-""’25‘“"“'" R )50 4250 5 086 | 36-85
sy i 0129. | ”'0.9'8 | 86-97

___,._.__—-~— 100‘ Sl 97 98

30 0. 02

T
-?»1!

_The s:mulated dcmand for the specqal product for the next 10 days is
in the table below G : -
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17.14 Resource Mnnngunuﬂ Techniques

Rnndnm
Pay | Number
T 82
96
18|
96

ek v e e i il

Demand

| 170 = :
. Averagedemand = 7 = 17 units/day

EXERCISE
1.  Define.Simulation. Why it is used ?

2. What is Simulation ?

3. Explain simulation ? .,

4. Explain Monte—Carlo method :

5. What are the advantages of simulation ?
6
7.
8

.'What are the limitations of simulation ? . .;

- What are the uses of simulation.?: . .

When simulation is preferable ?

9. What are the dlfferent steps mvolved whlle solvmg a problem;_“."

by simulation ? i i
10. Explain the sngmf'cance ofs1mulatlon in mod
11, Explain desngn of s:mulatmn experiments. -

12
| techniques ?

13. Explain Monte~Carlo method of simulation with suitab)
~ example. et /BNU BE. Nov%‘
14. Explain sumulation and give lts

» i
4

theory,”

‘15.‘ At a-toll ofﬁce,
following freque
Servu:e tlme. ‘

ency " distribution ‘of the in

[BRU. B.E. Apr 97, Ndv 97, MU. BE oa 931

-
V]
-
e -}
q
Le)
T S
b=
©
-]
(=W
-
=
-
iy
o
o
o
w
=
-
=
""E-
I w.
=
=
<
=
-
—
=
i 1=]
o
7]
o
-
-
=S
. —
| gy
=
.
- —
]
=

- [BNU. BE. Nov 98]

r'—‘»j:
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5 -l.lli’l; ill'rlv;.l | g, e Sitnilatioh 17.1%
” ; '.f"(q“"j"‘, f , ; T P~
Hime (min) jueney | Servies f

1.0 2‘! ‘ thme | Vreguency
1.5 ! LoLs T
s | % ?. fe | )

t 2.0 | 9 Lo

; 2.5 | 2 | 22

| 5,0 | 4 L.

; R ! ff 2 40

« 4.0 ‘, - -

! 4.5 ‘; l{:’ : 3.0 ! 20

! 5.” t 3 : ,’- ; ol

;:,I-z:;]:”a:"]d?';? ?’lt ‘Ihc office. Simulate the process for 20

estimate the average percentage yehicle waiting
time and average percent idle time of the clerk.

[Ans : Average waiting time of Customer = 0.1 4min,

Average 1dle time of the server = 0,33 min]

16, A spcclarl 'pur[msc drill bores holes having 2 mean diameter of
| em., The process is normally distributed. Simulate 2
sequence of 10 diameters if the standard deviation of the

process s 0.002 em.
17. The following data is observed in 2 tea serving counter. The

arrival is for one¢ minute interval.

Number of
5

0.05

0 1 2 3 1

0.05 0.15 0.40 020 0.15
one minute interval. Using

dom numbers simulate for 15 minute period.

73, 20, 26,90,79,25, 48, 99, 25, 89, Calculate
ting in the queue per

persons arviving

Probability :

The servic? is taken as 2 person for

the following ran
i

09, 54, 94, 0 [} 8 ]
also the average number of persons wal

minute-

pd 200 mopeds. Depending
als and other conditions,
ing from 196 mopeds o
bution is as given below :

198 199 200

manufaclurés arou
jlability of raw materl
as been vary

ro n
whose probability distri

196 197
. 005 009 Q12 04 020
ol v 200 20 204

0.11 008 0.06

as . aa

PR o TR DI LAy
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s s ' 4 l' d ‘:"""-‘h._—
transported in a specially designeg

Resource M:mngcmml;l'cc
{ can accommodate 200 mopeds,

The finished mopeds are
three storeyed lorry tha

Simulate the process to find out
number of mopeds waiting j,

(i) What will be the average

» the factory
| (i) What will be the average number of empty spaces on the

lorry.

I 19. Customers arrive at-a milk booth for the required service,
Assume that inter arrival and service times are constants and

given by 1.8 and 4 time units respectively. Siml_llate the system
by hand computations for 14 time u'mts. (i) What is .the
waiting time per customer? (ij) What is the percentage idle

time of the facility?

(Assume that the system starts at 7= 0).
Arrivals at a service station have been found to follow poisson

1 process. The mean arrival rate is four units per hour,
‘ Simulate three hours of arrivals of the station.

- [Hint : Similar to the Example 7, Page 17.12] -
[MU. M.B.A. Nov 97]

Arrivals at a service station have been found to follow a -
poisson process. The mean arrival rate is 5 units per hour.

: Simulate three hours of arrivals at the station. i
‘ [MU. M.B.A. Apr 96] ;

22. Arrivals at a service station has been found to follow - poisson |

process. The mean arrival rate is 6 units per hour. Simulate

three hours of arrivals at the station. /MU, M.B.A. Nov 95]

23. Explain the simulation method for queueing models. :
IMU. M.B.A. Apr 97

20.

21.

ANSWERS

I5. Average waiting time vehicles = 0,18 minutés
Average waiting time of the clerk = 0.88 minutes
17. 0.71 persons/minute o sl : TR RRE LA 8
18. Average no of mopeds waiting = 0.67 perday ' vt
. Average number of empty spaces in the lorry = 0,93 per~ day it
19, 'J_(l) 3.57 time units. (/) 4.08 time units, = .
i {m) O% since service faci’l‘ii‘y is always busy,

]

g Fw
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T Simqlation

«1f man begins with certainti )
If 8 ainties, he ends in doubts; but if he contents 1o begi 24
he shall end in certainties” o begin with B

23: L INTRODUCTION
Simulation is a numerica i '

types of mathematical and ]olgit:;l}]I::g:;oforll'conduCtmg A it i

. I nships necessary to describe the behaviour and

structure O a'cump ex '1"-"31 world system over extended period of time. In other words, it

quantitative tct}I{nlquc tl}al utilises a computerised mathcmau’ca!.model in order, t]o

decision-making under conditions of uncertainty for evaluating alternative

courses of action based upon facts and assumptions.
A definition of simulation as given by Shannon :

wgimulation is the process of designing a model
riments with this model for the purpose of understanding the behavio
d by a criterion or set of criteria) for the operation of the system.”

is a
represent actual

of a real system and conducting
ur (within the

expe
limits imposeé
23 : 2. WHY SIMULATION ?

an analyst can intro
ble courses of acti
asons for app

s and variables related to the
which act as measures
ue to O.R. problems

duce the constant
on and establish criteria
lying simulation technig

Using simulation,
problem, set-up the possi
of effectiveness. The major re

may be listed as below :
1. It is an appropriate tool to use in solving a problem

system (a) would be disruptive, (b) would be too expensive,

events, (d) does not permit control over key variables.
2. It is a desirable tool for solving a business problem when . mathematical model

(a) is too complex to solve, (b) is beyond the capacity of available personnel, (c¢) is not

detailed enough to provide information on all important decision variables. :
3. The major reasons for adopting simulation in place of other mathematical

techniques are :
(i) It may be the only meth
reality,

(if) Without appropriate assumption, it 18 impc¢
solution,

(iif) It may be too expensive (0 actually observe
(i) There may not be sufficient (ime to allow tl
time,

vement :
mave of the selection,

d 4. It provides 2 trial-and-error i
ecision- i expe .y e .
itlgn:iaker elcetois aliernaty® he psclcction is adjusted until it approxim

lm’?“’"es the selection. In this way,
Optical solution.

g on the real

when experimentin
it replication i

(c) does not perm

od available, because il is difficult to observe the actual

yssible O develop 2 mathematical

the system.

e system 10 operate for a very long

ylution. The
and then
ates the

the opticul 8¢

- NSRRI
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(time span). Then, the simulator starts at time =0 and.

( v”‘ . 7 ! . g J L E. E. .‘ % E. ! 'l

3

OPERATIONS gy,

504

23 : 3. METHODOLOGY or Slr\’fllll./\‘ll()N exs conslets of the follen it
The methodology developed for ‘:-umulnlmn prlmcss cons 0 Wlnguv?h%'_
Step 1. Identify and clearly dc:hpc I’hc .pr(;hﬁcm‘ obleR g i,
Step 2. List the statement of objectives ol r;c P ‘ lh; Hiluting j .|
Step 3. Formulate the vnrinhlc.s that in u¢:n:,acmg and_ap |

probabilistic description of their possible values or 8 f e variabi iy o
Step 4. Obtain a consistent sct of values (or Slqliﬂl) O:'h' 3 :ila It'.s, l,g,, 2 samy,

what could happen. In the casc of dct.crmmlsllf: varia 056 ulsst mple and iy the_ca'““

probabilistic variables, random smnphng' technique may ‘cl ,h | i of
Step 5. Use the sample obtained in step 2 to calcu alhc the ‘v; ue- of the , tiog

criterion, by actually following the relationships among the variables for egp, of g

alternative decisions. ' ‘ - :
Step 6. Repeat steps 2 and 3 until a sufficient nufn'bcr of.sarpplcs are available,
Step 7. Tabulate the various values of the decision criterion and ‘chp_‘”?ﬂ‘lhe e’

policy. T vy

23 : 4, SIMULATION MODELS 4 il

The simulation models can be classified into the following four categories ; ...

1. Simulation of deterministic models. In the case of these models, the.inpm
output variables are not permitted to be random variables and‘models a""dmﬁb’edb,
exact functional relationships. ' P g

2. Simulation of probabilistic models. In such cases, method of random sampling ;;
used. The technique used for solving these models is termed as ‘Monte-Carlo Techniguy

3. Simulation of static models. These models do not take variable timé iy,
consideration. o ai

4. Simulation of dynamic models. These models deal with time-varying interaction,
23 : 5. EVENT-TYPE SIMULATION . 0 B

The concept of event-type simulation is best explained by the following: illustration :

Consider a situation where customers arrive at a one-man barber shop for hair cuttisg
The problem is to analyse the system in order to evaluate the quality of service and the
economic feasibility of offering the service. To measure the quality of service one has ©

make the assessment of the average waiting time per customer and the percentage of tim
the barber remains idle. bb onbuinl 2 4

For the construction of a model of this system one notices that changes pertinent to the
analysis of the system can occur only if a customer arrives for serVicc‘of‘*de_bm,'ﬁ“
completion of service. If a customer arrives at barber's shop, he will have to wait, if e
server (barber) is busy. On the other hand, a departure of customer, after being:
indicates that the server is available to serve the waiting customers, ‘if any. Thus. g
conclude that there occur two events, namely an arrival and a departure. It indicales
as the simulator progresses on the time scale, one should pay. attention to. the system only
when an event occurs. Ry

Let E, denote the arrival event; E,, the departure event and 7, the simulated perct

: : Cohe E
progresses.up:to { thef 2'

and so on until entire simulated period T is covered,

Lileipm
a
L

R E.
..I.‘;L:' L | IRy | § jl‘.'
i) SRR CIRL R T P

Fig. 231

+h ,fr g
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rig. 231 illustrates occurrences
nl 3
ating E, at 1y Inld ok MR O T
encr L at by ally, a8 the facility |s ':mn . 71' : ik B g 4
ceupled, the customer st v
aris service

immcdimcly. Then, the following tw
(a) the next arrival may occ'u;- 0 events must he generated
) ,

(b) the service of the customer
The next arrival i determi ompleted,
. ned from inter-i
arture time of the nter-arrival time, i
Dccntrﬂw" E, at t. Both E: m"t‘e)rn:l?l ;,? reice is dclcrminede!rzrhnh:rexczn ’:l::; i?dmm?i
gimulator recognizes that E, oc::u,, bﬁ":l)r(emph)’l!flrf now sored chronologically, so that the
is point E * The next event (¢ i '
o "[‘;‘h' pl E : at 1, is delcted from the stored list (Iwcmue’c::'e p:«::r::;l:r:;i oy
¢ cven at ¢y gener 7 ; nt).
(at 1) joins 2 u.';iting2 Iisne. r::; EE at 4, Since the facility is busy, the arriving customer E,
pext. At this time a customer il'talfc:lftrao" dl:]“c‘l from the list and E, at 1 considered
' . m the waiting lin ' o i}
gcncrntcd. The process is repeated until the entire simzulat edﬂnd,dcpart‘urc evenl S e
ed period T is covered.

, SAMPLE PROBLEM

232:. e?g:zr::;;‘:tz;’;lthf milk booth for the required service. Assume |
ce tim a ’
et gl 4l L
. a ‘ : .
percentage idle time of the facllity? [Assume that the system :t:.-s: a';nf .f e(;: ]cumm’ Whay, .4
Solution. In the beginning, since the facility is free, first customer starts service. Its departure
‘ 4mdyiNext event (amival) occurs at =0+ 1.8= 1.8, which is stored before Ey at 1=4-
Now, since the fa‘c”")’ is still busy, customer 2 is put in the queue and is first to be considered in this
queue. A new arrival event (customer 3) occurs at /= 1.8+ 1.8 = 3.6 which precedes Ejat1=4. Again,
customer 3 is put in the queue and a new arrival event E, (customer 4) occurs at (=3.6+18=54

| This event succeeds E4 at (=4, At this point, first customer departs which leaves the facility free.
t Customer 2, who was the first to join the queue, now gets service, The waiting time is computed 28

the time period from the instant he joined the queue until he commences service. The procedure is
repeated until the simulated period is completed. The results n the following

hat inter-arrival and

¢ servi
computations

(ime is t=0+

of simulation are given i

Waiting time

‘table :
Time Event Customer
0.0 E, | | £
1.8 E, 2
36 E, 3
40 E, | L 4-18m22 (customer 2)
54 " E, 4
72 E, 5
’ 8.0 E, 2 L g=36mdd (customer 3)
9.0 E, :
:gts) !Ez’z 3 e |2-54=66 (customer 4)
2 8 ’ ek n ‘ .- 4 l4-‘1.2-6.8 (customer 5)
oy b s ‘o } | B B L 9.0m 5.0 (customer 6)
140 gl ™ O ks Gk R 14 108=22 (customer 1
o wivd JEIRERCCE | 14- 13,6804 (customer 8)

rage walting time per customer s

- from this’ 1:ion that the 8ve
s vident from (1 'ﬁ"z‘f‘fﬁu& e 32048 =3 ey and
 Average waiting time P<f customer for those Who must walt I8 -2,18'6/1 (nd Lo porce e

idle time of the facility = O% i 8

v

iRl
_W""‘a, a
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OPERATIONS REBEARZ,)
T V
prOBLEMS |
L customets mive with an wverage time of 172
b B 'm; are assumed 1o be 28 time units, Sigulay g,
' it 1o O, What is the average waiting tig,,
[Purvanchal M.C.A, M%;l

Ly | service time conss
7 i il hving inter-arrival and ¢ s me Constangy,
303, With the help of # shighe queneing moBes B wchnieue 17 ( 4
|4 azml 1 min'u::za mniwllvnly,wm,p!nin diserete uimul.ﬂlm; ’:‘/“'f'}:’:’f::l’"{;r":‘g;’gmlj; ';:';:";;?;’ﬁ" the
simulation period. Find from this the average walling time ol a & o 4y the

7 S srrives al thime 1=10.) :
system |8 empty and the first customer arrives i
y pty A customers have priority for servige o

2304, Suppase there are two types of ::ummumm.’lyp‘, A R s Kivh, o
that those of type I cannot be serviced untl all w.unnu' 7!5 and 1, respectively, Purther
service, The service times for type A and type n t:mmum:n;m 'f:r'liw-l’y ‘Gimula(c o gy;mz::um
that the inter-arrival times for types A and i are 1.5 and 0. rm{p Hivery: f ik o is
{ waiting customers for each type as well as the combineg

time units, Campute the average number 0 e p ,
average, What s the average waiting tme per each type customer? [Assume that the system starts 4

1s0,]

23 : 6. GENERATION OF RANDOM NUMBERS ' !

A simulation model need not be a deterministic one and‘ may include some ¢1e1:n¢m, j
of uncertainty, For example, in the waiting line model of Sample P_m_bl?m 23?1, inter.
arrival and service times are usually probabilistic rather than dgtcrmmlst'lc. In inventory
models, the variables include customer's demand and delivery times, which may also be |
probabilistic, The problem, in all such types of simulations, 18 'baxcd on,thc use of random
numbers. These are the numbers which have equal probability of being generated. For
example, when we are interested in one digit numbers 0, 1, 2, ..., 9‘, there are in all ten
pumbers and each of the numbers should have 1/10 probability of being generated. -

There are several methods for the generation of random rfumbers, the most common
among these are the “Mid-square method”, “Spinning arrow method”, “Dice rolling
method” and the “Spinning disc method”. ‘

A convenient manual method for generation of random numbers may be summarised
in the following seven steps : ' f

Step 1. Collect the data related to the current problem. 5

Step 2. Construct a frequency distribution with these data.

Step 3. Construct the relative frequency digtribution.

Step 4. Assign a coding system that relates the identified events to generated random

numbers,

Step 5. Select a suitable method for obtaining the required random numbers.

Step 6. Match the random numbers to the assigned events and tabulate the results.

Step 7. Repeat Step 6 until the desired number of simulation runs has been generated.

Remarks 1. There are several published tables of random numbers (digits) which are very economical and ,
convenient o use, i

2, The numbers generated by the computer are always predictable and re i otbe |

g producible and hence cann |
treated as random. For this reason, they are sometimes given the name preudo-random numbers. However, they |
satisfactorily play the role of random numbers in the simulation, ;

Hlustration, Kodak Photography Studios use an expensive grade of developing fluid. when '
printing special colour portralts, Since the developing fluid cunm;lgba starid Jor zﬁlggpgiods. it 18

Important to keep on hand only as much as is needed 10 fill anticipated demand. In the past f&¥
months, however, demand for the product has been fluctuating, The ouﬁwr has decided to simulate the

1302, At a telephone booth, suppose " |
[Py »
units bietween one ardyal and the nexl '""””'-l :::m wlants o
system for 12 time units by wssuming thal (e BySLS

per cusiomer’]

S ——

\
1
]
|
1
i
|
{
i

demand for this service,
) rl‘zut'l;ufy of Kodak Pholography's appoiniment book resulted in the fallowiqg.‘frﬂl“?""‘
Number of Days 10 20 40 20 . YA e ey 2
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The data was taken for a 100-day period, dyri

red on any given day. Using the dq ng which no more than five special prints we'e

L peques ta given above generate a ten-day sequence of dema
?‘ }\1’“"5' .
; Solution- ;
| step 1. Collect the data relevant to the current problem,
: step 2. Using the data of Step 1, construct the frequency distributt
b2 3. Construct the correspondi rone e
;_ Step 3. & ponding relative frequency distribution :
i Daily demand Relative Srequency Probability
0 10100 0.10
1 20/100 0.20
2 40/100 0,40 [
3 20/100 i 0.20
4 6/100 , 0.06
5 4/100 004

Step 4. Given the relative frequency distribution of Step 3, assign a coding system that relates the
: identified events to generated random numbers. This coding system is the device whereby, given a
{  random number, a particular event will be specified (in this case, a specific demand for special
porcrais). o

The most practical coding system is one which assigns random numbers in proportion to the
probability value. In this case, 10 per cent of the random numbers will be assigned to a daily demand
of zero, 20 per cent to a daily demand of one, and 40 per cent to a daily demand of two. In a similar
n manner, random numbers will be assigned to the remaining daily demand figures. The results are
summarized in Table 23.1 : it

o =

TABLE 23.1 : RANDOM NUMBER ASSIGNMENT

Random number

: Daily demand Probability assignmionts Numbers assigned
: 0 010 00—09 10
| 1 0.20 © 10—29 20
| 2 0.40 30—69 40
3 0.20 70—89 20
l 4 0.06 90—95 : 6
) 5 0.04 96—99 4

Step 5. Select an appropriate method for generating the required random numbers. For the limited
purposes of this example it is feasible to use a manual method such as the spinning arrow. To use this
approach, we divide the face of a clock into 100 equal parts and number the parts from 00 to 99,
inclusive, centre an arrow on the clock in such a way that it can spin freely. At each spin of the arrow,

; record the number to which it points when it stops. This is the generated random number. Each spin i
! thus corresponds to one simulation run (or, as in the example, one day). ¢

Step 6. Using the method selected in Step 5, generate the random numbers to be used in the

simulation, match these to the assigned events, and summarise the results in an appropriate table.
Since the owner wants a 10-day simulation, it is necessary to spin the arrow 10 times and record the
random number generated each time. Once the random numbers have been generated, reference to the
5 coded assignment of Table 23.2 gives the value of the generated demand. For example, if 35 is the
{ first number generated, it falls in the range 30—69 and thus corresponds to the event of a daily
' demand for two portraits. Results for the full ten-day simulation are summarised below :

T ABLE 232 : RANDOMLY GENERATED DATA

bl Day number = " Generated random demand } Generated demand
2 i T, 4
e D v B e G EHO AT | T 2
4 i CRI Ak s 03 -0
. 5 e B gy 2
6 St AR M SR ) | (L 0
ik o R L > BUCT ARt 13
b 8o abh st A s B g ‘84 it R A = 3
‘93 , 3 8F g 08 i 5,
0 et ot a4 LT 2

L3

N BT

B T N S
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simulation runs hat heen genersted, Singe i
[t Havisve ‘ .

owner was only interesed In one simulation nin, thin step hu’:":e ;t’:;n;e"fﬂ ;’lr:‘ m;f‘, if,mﬂq “’Mca,
be more than one 10-day simulations, it would be necessary A n:;d;dm_
Remarks, The demand dntn, that hat peen genernted, can be used 10 estimate the £ e i Bmand, 1

: : | number of dnys In the simulation = 10), md“:“u

the cutrent example, total generated demand = 23 units, tot
average dally demand ix 2.3 unita

son

Step 7. Repeat Step 6 until the required number of

it

Totl demand . o 2= w 273,
Avernge dally demand N'm;hfr of days simulnted

On the basin of thin simulation, Kodak Studlo can expect an avernge of 23 requests pef day fof the Spesisk

colour portraits.

23 : 7. MONTE-CARLO SIMULATION ' ‘ o e
The Monte-Carlo method is a simulation technique in wnich statistical dlﬁﬂbﬂﬁm

functions are created by using a series of random numbers. This apprqach has !he‘ ﬂ”ht;
to develop many months or ycars of data in a matter of a [cw minutes on a digit
computer. The method is generally used to solve probllcms which cannot be adeq
represented by the mathematical models, or, where solution of the model is not P“ﬂblc by
analytical method. T ;
Monte-Carlo simulation yields a solution which should be very close to (hg optimal, |
but not necessarily the exact solution. However, it should be noted that this technique
yields a solution that converges (o the optimal or correct solution as the number of -

simulated trials lead to infinity. ' il
The Monte-Carlo simulation procedure can be summarized in the following steps :

Step 1. Define the problem : | 4
(a) 1dentify the objectives of the problem, and (b) Identify the main factors which
have the greatest effect on the objectives of the problem. :
Step 2. Construct an appropriate model :
(a) Specify the variables and paramcters of the model. =
(b) Formulate the appropriate decision rules, i.e., state the conditions under which the
experiment is to the performed, : ool R
(c) 1dentify the type of distribution that will be used—Models use either theoretical
distributions or empirical distributions to state the patterns the occurrence associated with
the variables, o
! (d) Specify the manner in which time will change. |
(¢) Define the relationship between the variables and parameters.
Step 3. Prepare the model for experimentation : b o
(a) l?eﬂnc‘the starting conditions for the simulation, and (b) Specify the ﬁmﬁber of
runs of simulation to be made. ' o s R S
Step 4. Using Steps'] to 3, experiment with the model :

(a) Define a coding system that will correlate the factors deﬁnede:ep iwhh e
| random numbers to be generated for the simulation, BT S
; ~(b) Select a random number generator and create the random numbers {0 be used it
by the simulation, C b b R e
3 " "““(c) Assoclate the generated random numbers with 1 tors ‘Identified 18
L codedinSiepd(@ ek
g - ,,,,._-\.?‘_,Is:lqp;.?.'-‘Su"mmarlzc and examine the results ubluined‘ in Step 4. e
" Step 6. Evaluate the results of the simulation, o

“"" Step 7. Formulate proposals for advice | bidni
" adopled and modfy the model I necestary,

sup |
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2305.
the PTEV°

Event
P robability

If it did not rain on the

Event
pmbabmry

it

us day. If it rained on the previous day
{7 No'rain :

0.50-

No rain
0.75

“Vem raln:
k ‘.0-25 ot
previous day, the rain distribution is ;
! cm. rain
0.15

. the city’s weath ' davs
simulate ty er for 10 days and determine by simulation the total days without r ain

v iSAMPLE PROBLEM, .. . .

The occurrence of rain in q ci rpggans ieand
city on a day is dependent upon whether or not it rained on

509 i

the vain distribution is ;-

2 ¢m. raln

048 ¢ - 008

0.06

S em. rain -

2 ¢cm. rain

4 om. rain 3 em. pain
003 002

3 em. rain
0.04

as well as the total rainfall during the period, Use the following random numb
_ umbers :

67

for s

Step 1. Previous

63 i By i 88
imulation. Assume that for the first day of the simulation it had not rained the day before.

29 R . 7

So]uﬁon. We simulafe “‘lc _C_i_ty's weather with and § :
day rain distribution : without rainfall in the following steps :

06 - 78 76

[C.A. (Nov.) | 993/

Eun.! Probability Cummulative probability RN range
No Rain 0.50 0.50 00—49
] cm. rain . 0.25 '
2 ¢m. rain 0.15 0.75 5074
S ‘ - 090 75—89
4 cm. rafn 0.Q3 0.98 95—97
5 cm. ran . 0.02 . 1.00 98—99
Step 2. Previous day no rain distribution :
Event Probability ‘Cummulative probability. RN range
No Rain 0.75 0.75 00—74
1 cm. rain 0.15 0.90 75—89
2 cm. rain 0.06 0.96' 90—95
3 cm. rain 0.04 1.00 96—99
Step 3. Simulate for 10 days using the given random numbers :
Day RN Events Cumulative rain
1 67 No Rain
2 63 No Rain .
3 39 No Rain -
4 55 No Rain
5 29 . No Rain
6 18 1 cm. Rain 1 em.
7 70 1 cm, Rain 2 cm.
8 06 No Rain 2cm
9 78 1 cm. Rain Jom
10 16 - 2 c¢m. Rain Sem.

period is S cm.

¢thod, -~ -

During the simulated peri

--?umc,approach,would be to determ
functions from the past data; and ru
f;fut‘fr? observations - on  the “assumptio
ision-making regarding !

23 : 8. SIMULATION OF INVENTO

Many of the invent
analytically because of the €0
supply. It is, however, possible

édlit did not rain on 6 ou

RY PROBLEMS

especially storage pr
e of the distribution
' by using -simulation techniques. The

distribution of the input and output
ificlally by generating the

ory problems,
miplex natur

to get the
: ine the probability
1 the inventory system ari
o of the. same distribu

he optimizatio

solution

ﬁrbb_!cm_s_wo’uld be ma

¢ of 10 days. The total rainfall during the

oblems, cannot be solved

follawed by demand or

tions. Subsequently, the
de by the trial-and-error
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510 i
b the Ry of raudoms Tamibeny

The antificial ssmples for future can be gEnet ‘“; ien with conidersbon ok g
In invemtory control, the reorder poist it 1 #~ -

; O N H bl e v
demand during lead time to provide sdegusts Boresee i;’.:#ﬁ .. thes simiation m;ﬁ
and demand of inventory per umt of lme. &e FRaGn VT e o
can be used 10 investigate the effect of differes

o imvemnory PN BRAS
We illustrate the use of smulztion in the pudy of wressory pEt m .
sample problems e

SAMPLE PROBLEMS %

2306. The automobile company manidoiures arouwrd 159 T//mﬁm day P"M% :
from 146 to 154 depending upon the avail bility of ras @m;:ﬂ’g: = ng e j'. I‘,—_ !;
Production (per day) 144 147 14% (& 4 Fy;’} o> 01 M

2 Gi& 9l
Probability 0ok 0% 012 b s
The finished scooters are transported in 4 specially arranged o accommodating 159 Sssters.

Using following random numbers : :
80, 8. 76 15, 64, 43, 13, 126 0 12 €. & B 6L 5
Simulate the process 1o find ot ; ; , o
({) What will be the average number of scooters wailng & ge j&:&’ﬂt’ :
(if) What will be the average number of ey space o ;;{:!h Sk PRy «
Solution. The random numbers are estzblithed 25 1 table SEow -
TABLE 733 - BANDOM NUMeEz CODING

Production i Cumulzsise Fondon amgber
per day Probability ok comigmes
146 0.04 054 b P
147 0.9 513 o
148 032 625 13—
149 0.4 039 33
150 011 950 » 5
151 0.10 050 -5
152 0.20 0505 51
153 0.12 052 091
154 0.0% 1.00 5

Based on the 15 random numbers given, we simulate the produciion per day in the tabis beow -
TABLE 234 : SIMULATION SHEET e

Production No. of seooters Ko 3 SR
S.No. Random number oz doy of s z ﬂ"
/ 80 153 3 L S
2 81 153 B
3 76 152 2
4 75 152 2
s 64 152 2
o 43 150 0
7 1 148
e [ 147
o 12 147
L 65 152 '
B L S 152 2
SR WL 15 L
ol cdiseors e ASH o fe
21
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“patance to 8. A demand 0

: :' “choose a random number
3 weeks in the sixth week.

" units which leads to a stoc ou
eek 6, this will have to be e Pr
: adopt a different strategy and repeat )
rocess and obtain

sMﬂ-ATION
() Average
(il) A\'cméc ::m;r of scooters Wai[ing =2 511
mber of empty spaces ry 9%;5 = 1.4 per day
- = 0.6 per day.

2307. Consider the setti
etting up a ‘Q’ sy,
Q' system of inventory control for a vital spare part. Though

demand pattern has not b

e een establish

known. Similarly. h by ished, yet .

 blishe rly. the suppliers’ delivery le:; the quantities demanded during the past 50 weeks are
no establis d pattern. We know that th -llm'e has been found 1o vary between ] and 4 weeks with
‘.QS* 60 per ord.er. The stock-out cost ,‘e mf‘r‘}*lng cost is 30% per annum m;d the ordering cost is
inventory carrying cost works out 1o R n this case is around Rs. 75 per unit pe’ week while the
obtain an optimal solution. s. 15 per unit per week. Simulate the demand for 20 weeks and
y distribution and the
1| lead-time data. The
both. This has been

Solution. Using the given i
. given informati
corresponding percen : tion we obtain
il rgq Eenciesmag; :‘;lahvc frequencies for both,atltlzbl(lcerzfmi;cg:c:rc
di g in Tab en computed and the rand o ¢
splayed in Ta le 23.5. random numbers assigned for
Let us nOow assum .
“'ould serve our pu[pos: ;ls‘aat Sanol O'l‘denng 10[ SIZ‘C of 20 units at a reo
ution. By simulating the conditions of lead

have to check the suitability of this solution
From Table 23.5 we noti olati
44, 84, 94 and 100 for d:;t::j lll::i;;hcocumulatwe demand level frequencies of the demand are 4, 14,
Cambers, we assign 00-03 to cumul s 0, 1, 2, 3, 4 and 5 respectively. If we consider 2-digit random
. if the random number ch ulative frequency 4, 04-13 to cumulative frequency 14, and so on.
o be 0. Simaitarly. if th osen is 02, then as it lies between 00 and 03, the demand is ass
, e next random number chosen is 63, the demand is 3 as it lies between

rder point of 7 units in stock
-time and demand, we will

83.
TABLE 23.5 : DEMAND DATA
titics demanded
(units/week) 0
| 12
Frequency of demand ’ ’ ’
(number of weeks) 2 5
g I5 20 5 3
Rclanve.fmqucncy (%) 4 10 30 40 10 6
Cumulative frequency 4 14 44 84 94 100
14—43 44—83 84—93 94—99

Assigned random pumbers  00—03 04—13

LEAD-TIME DATA

Lead-time (weeks) 1 2 3 4
Frequency of occurrence

(oumber of times) 10 6 3 1

Relative frequency (%) 50 30 15 5

50 80 95 100

80—94 95—99

Cumulative frequency
Assigned random numbers 00—49 50—79
Let us begin with an initial stock of 13 units our strategy being to ©
stock on hand falls to 7 units. We shall determine the cost involved in adopting this policy by
simulating the demand patiem and lead-time distribution in the next 20 weeks. In Table 23.6 (page
is 10, and so the demand is 1. The balance stock
i inging down the

500), we sce that for week 1, the
becomes 12. For week 2, the rando
£ 3 in week 3, brings d

rder 20 units whenever the

to S. Since it
we have been incurnng

cse have also been tabulated. We now
is 90, the delivery is available only after
i eck 5 the demand is for

150. Therefore, when the
| week 20 and

process. Table

own the balance
of Rs. 60. Moreover,

and incur an Or

an order for 20 units
tities held at the end of

carrying cost for the quan

onding cost of Rs.
eed in this manner til

;i’délivcry is obtained in W : ;
find that the total cost is Rs- 795. We now .
for two more strategies. One has to cary on this p

23.6 displays the simulation runs
the optimum solution & k]

A S - S

5
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3 PROBLEMS |
stock ; i
Qndy demand a5 given h:‘-“!-"s of a popular brand of cake. Previous experience ipdlcatcs'vthe
M' H 7 Q 10 '
N 20 30 40 50 S
O .;"'ﬁ“ : ol 20 18 50 12 02
the following sequence of random numbers :
b ., 1. 51, s6. 7. 1S, 14, 68, 09
out the stock situation if the

. i?:ﬁ msim;hmmedmmd for the next 10 days. Find
a‘h.“ - &WY_MQ‘_ - make dio- cakes every day. Also estimate the daily av
I8, A ocomfectioper sells confectio i i
g nery items. Past data of demand per week (in hundred
Rioprams) with freguency is given below : &
Demmmiesk 0 5 10 15 20 25
N Feaguexcy i 2 11 8 21 5 3
*‘mﬁ: ﬁl‘i“m@ S‘-!P::: of random numbers, generate the demand for the next 10 weeks.
33 52 S0 13 23 3 34 57 35 83 94 56 67 66 60
2310. The mamager of a book store has to decide the number of copies of a particular tax law
Mbuﬂ:‘.Ab_ookf:nﬂR.tnﬁﬂandissold for Rs. 80. Since some of the tax laws change year
ﬁ:y:x.nympsmuld while the edition is current must be sold for Rs. 30. From past records,
ghe cEsaribation of demand for this book has been obtained as follows :
_ (No. of copees) - 15 16 17 18
Proporson : 0.05 0.08 020 045 0.10 0.07 0.03
Usﬁgd:ﬁﬂnwingsa;nauofmndomnumbers,genﬁalcdmaondemand for 20 time periods
(ye==). Calcplate the average profit obtainable under each of the courses of action open to the

mi‘hislhcopﬁmlpoﬁcy?

erage demand for
[C.A. (Nov.) 1999]

19 20 21 2
0.02

30, 12, 10,

14, @, 93, 9, 18, n, 37,
2%, 13, 00, 57, 69, 32, 18, 08, 92, 7.
2311. The management of ABC Company is considering the question of marketing a new
Mmﬁxdmamquimdinlhepmjcaisks.kom.mmcfaaommunccmin viz., the selling
peice, vasizble cost and the annual sales volume. The product has a life of only one year. The
manzpement bas the data on these three factors as under :
SEE P Probabiliy Variable cost probabiliy Sales volume - probailt
3 02 1 0.3 2,000 * 03
A S, 0s 2 0.6 3,000 0.3
£ ) 03 3 0.1 5.000 04

Mﬂtﬁﬂovmsmofdmymﬂomuumbm
‘s 3, 6n o4 46 31 61, 25 24 I @, 02 39, 63 08
: ,:: 66 9% 12 64 19, 31 86 68, 82, 89, 25 1, 98 16
' 3 random numbers for the first trial, etc.), simulate the average profit
' [CA. (Nov.) 1994]

: ﬁ!&mm“"MMJlom.- , 00
R e R A ar ltem is normally distributed with a mean of

2312 Spposc that the demand for 3 parionar 18T U0 S g ead ume is diributed

making one order is Rs. 90 cost ©

copt.of BCIE « the EOQ and order

Aaen " [Madras BE. (Mech) 1999]
. operative is concemed ' abouuheyiglgl:petqcreshe
The probabity distibution of te yields forhe CUTE™ il

Scanned 'with 'Car'hrslbériner
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. . Probability ‘

7 in ke 1CT

Yield in kg. per ac 0.18 ‘| }
120 0.26
140 0.44
160 0.12
180

She would like to sec a simulation of the yields she might expect 10 years for weather condition,
similar to those she is now experiencing. . '
(i) Simulate the average yield she might expect per acre using the following random numbers ;
20, 72, 34, 54, 30, 22, 48, 74, 76, 02.- '
She is also interested in the effect of market price fluctuations on the cooperative’s farm revenye,
She makes this estimate of per kg. prices for corn :

Price per kg. (Rs.) Probability
2.00 0.05
2.10 0.15
220 0.30 i
2.30 025
240 0.15
2.50 0.10

(i) Simulate the price she might expect to observe over the next 10 years using the following
random numbers :
82, 95, 18, 96, 20, 84, 56, 11, 52, 03.
(iif) Assuming that prices are independent of yields, combine these two into the revenue per acre
and also find out the average revenue per acre she might expect every year. {C.A. (May) 1991]

2314 A book-store wishes to carry Systems Analysis and Design in stock. Demand is
probabilistic and replenishment of stock takes 2 days (i.e., if an order is placed on March 1, it will be
delivered at the end of day on March 3). The probabilities of demand are given-below :

Demand (daily) : 0 I 2 3 4
Probabiljty d 0.05 0.10 0.30 0.45 0.10

Each time an order is placed, the store incurs an ordering cost of Rs. 10 per order. The store also

incurs a carrying cost of Rs. 0.50 per book per day. The inventory carrying cost is calculated on the

basis of stock at the end of each day. The manager of the book-store wishes to compare two options
for his inventory decision :

A. Order 5 books, when the inventory at the beginning of the day plus orders outstanding is less
" than 8 books. ‘

B. Order 8 books, when the inventory at the beginnihg of the day plus orders outstanding is less
than 8 books. :
Currently (beginning of the Ist day) the store has stock of 8 books plus 6 books ordered 2 days

ago and expected to arrive next day. Using Mante-Carlo simulation for 10 cycles, recommend which
option the manager should choose?

The two-digit random numbers are given below :

8., 34, 78, 63, 61, B, 39, 16 13 T '
: [C.A. (Final) May 2000]
2315. A company has been having problems with stockouts for one of its components and is
contemplating making alterations either to the reorder quantity or to the reorder level, or to both.

Before making any decision, the company wishes to explore whether any guidance can be
obtained by simulating the operation of the sl;ratgm. P g .8 FpeT :

The pattem of weekly demand over the past few years has been as follows : - W ONTE gk
Weekly demand (units) : 500 525 550 57§ 600 625 650 675 700 725
Frequency - T3 108 T80T S0 88 60 V40T 20 N0 R
Ordering costs are Rs. 20 per order and the camrying cost Is Rs. $ per unit. The estimated loss |

when an order cannot be met is Rs. 12 per unit. When stock reaches the pre-set order point @ |

replenishment order is issued,

~ (a) You are required to dcscﬂbe, using aiflon chert o other tneant Fowe or
this problem might Work. g a flow chart or othct.' means, how a simulation modcl for

| Scanﬁed with C‘amScanner
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Using a re-order point of 2,500 and

operations has been run on a rins an order quantity of 2,000, a stmilation of 20 weeky’

and the following summaty produced
Simulation summary

Number of Periods 20 weeks ;
Carrying Cost R 1A
Average lnventory 1,031.8 units (hi?ﬁn: Con :: Li}m‘ﬁd
, : _ ;
Orders Stockout Cost Re. 20,8200
Average Demand gy
i :“ﬁw; ::“l Total Cost Re 22684 1)
{b) You are required to interprel th
s . e b 7 N i
P A omhr i il rca"s;g) above summary and suggest what muhlﬁl:;" ;h::"‘:e;;o ;n’

2316. A retailer deals in a perishable
commodity. The daily demand’and supply are vanables
The data for the past 500 days, show the following demand and zupply : e |

p—e Y R
Availability (ke.) No._of days Demand (g)  No of days
10 40 10 T T
20 50 20 1o
30 190 30 200
40 150 40 100
30 70 50 20

The retailer buys the commodity at Rs. 20 per kg. and sells it at Rs. 30 per kg. Any commadity
remains at the mg of éh: gay. h:s né) saleable value. Moreover, the loss (uneamed profit) on any
unsatisfied demand is Rs. 8 per kg. Given the following pair of random numbers, simulate & days
sales, demand and profit ok =

(1, 18); (63, 84); (15, 79 (07, 32); (43, 5% (81, 2D
) The first _mndom number in the pair is for supply and the second random number is tor demand, vz,
m the first pair (31, 18), use 31 to simulate supply and 18 to simulate demand. [C.A. (Now.) 2008]

23 : 9. SIMULATION OF A QUEUEING SYSTEM

Queucing theory provides techniques for determining measures of effectiveness, such
! as quene length, average waiting time, etc., when the distribution of inter-arrival times and
service times are known. If costs be assigned to waiting time of customers and idle time
of the service facility, the problem of establishing a proper balance between these costs
can be determined.
However, many queueing problems cannot be solved explicitly by analytical methods,
In such cases, the only possible method of solution is to simulate the experiment. We
illustrate the use of simulation in the study of queues through some sample problems :

SAMPLE PROBLEMS

2317. A company has a single service station which has the following characteristics : The mean
arrival rate of customers and the mean service time are 6.2 minutes and 3.5 minutes respecively, The
time between an arrival and its services varies from one minute to seven minutes. The amval and

service time distributions are given below :

nm (ﬂd’lm’) ’ Arrival (p";bab""y) Service M‘Q‘j :
s htgis e 5 e 00 i By , 0.10
- it . 0.20 _ ; 0.20
B Sk R T i
"The queueing process staris at 11 AM. and closes at 12 PM. An arrival moves dmmadiately o

Lo ARE qUE rocess Alav ‘ : N ! will Wt
' the service facility if it is empty. On the other hand, [f the service station is busy; the arrival will

- in the queue hc(i.'u?mmerf rs arepgrved on the first come, first served basis, - Rs. S eheak
- If the clerk’s wages are Rs. 6 per hour and the. cusiomer :{w;i;m s:“;;?:_“m;‘o wg:hlm;
mmmb,mmaljanhe manaw'“"”’”’" “‘“"“ T IMadas MCA, 1999)

; SCéhhéd 'v'vith 'Caméganner
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N

K ,
W distiibution of andvals and service times, the probabili
Oty

» t MY \ : .
Nalpiiow, T |-h|'—)}\\\ N h;r:‘“\“‘\‘h\q ont as shown in Table 23,7 and Fig, 23.2, These i
N e L w.»mmm.u me \ ’ vl and vervice times in conjunction with a table of ran d“". (
oo (e hawy B ponerating M om |
sl |
A 100, mnfl . 1,00
\\\\ ‘\L‘Ea .po — i
“\ .Q‘e‘aq _so et
g W 8 70l 0.70
§ ‘\\ \\‘&\ -Gn -
n e
§ - g 80 0.30
N o
Y ol 0.10
L Qs . ' : I L L ‘
P8 4 & 6 7 " 1 4 5 6 7
L Time Between Avivals Service Time (Minutes)
Fig. 23.2
TABLE 23.7: CUMULATIVE PROBABILITIES
. | ice time Cumulativ
TN Qumulative Scrvy:e h .
i T-:::e:) v pmbability {minutes) probability
e 0.05 1—2 0.10
2"‘*‘ 0.25 2——3 0'30
3=t 0.60 3—4 0.70
§=3 0.85 4—5 0.90
=3 0.95 5—6 1.00
= 1.00 6—7 1.00

As we have to use the random number table, first of all we allot the random numbers to various

imtervals as shown in the table below @
TABLE 23.8 : RANDOM NUMBERS CODING

e Probabiliy RN allotted s‘(;":ﬁ:,:'s";" Probability RN alloted
= 0.05 00—04 1—2 ~ 010 00—09
23 0.20 05—24 2—3 0.20 1029
$—4 0.35 25—59 3—4 0.40 30—69
&3 0.10 60—84 4—5 0.20 . 7089
-8 0.10 85—94 5—6 0.10 9099
v 0.05 95—99 61 000 = —

A simulation work sheet is then developed in the follbwingl manner : - -
bility distributions 600

v;llb:mdrmdom numbers developed above are related to the ¢umulative proba .
z . msgw_ce times. jhc first andom number of arrival time is 64, This number lies bet fimes
indicates a simulated arrival time of 4 minutes. All simulated arrival and service

hw‘;:: worked out in a similar fashion, 10
; ge “'ﬁ"‘. the arrival and service times from a:‘tble of rahdom numbers, o ¢
?m"”‘:::':m‘:““ in the appropriate column. The first arrival comes in 4 minutes after the s:am:;i
pucolipgotir mu lhal‘ the clerk waited for 4 minutes initially, It has been shown “:s whieh
i e gv ; :"b&clﬁ*- The simulated service time for the first arrival is 3 ‘“‘“UIM whieh
indicates that ng completed by 11,07 AM, The next arrival comes. at 11,08 AN ;
e no one has waited in the queue, . PR DA '»"i g
The second arrival comes at 11,05 A.M. But- e SR MO oTAM B
Ieviog OF SEst M il sde b L A ut the services will begin only at 114 5 mi
al ends at 11,07 A.M, This moans that the second arrival has waited f"l:lmn of

&

' mrt of itsrservlcc. One customer waiting in the queue is shown in the last €
Scanned with CamScanner
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SIMULATION 517

simulation table. The procedure is followed throughout: the preparation of the simulation work-sheet
(See Table 23.9) :

TABLE 2).9 : SIMULATION WORKSHI(E

N Inrer-r Arrival Service Service Walting time O 28
arriva time begins RN T ——— T e
time (AM.) (AfM.) (2;:', (fﬂﬁ') Clerk Customer ’:’i:ﬂ_,_

64 4 11.04 11.04 a0 3 11.07 4 —_ o

04 | 11.05 11.07 75 4 1.1 e 2 I

02 | 11.06 111 38 3 11.14 - 5 !

70 4 11.10 1.14 24 2 .16 _ 4 |

03 1 .11 11.16 57 3 11.19 — 5 !

60 4 11.15 11.19 09 1 1120 — 4 !

16 2 11.17 11.20 12 2 11,22 —_ 3 !

08 2 11.19 11.22 18 2 11.24 - 3 !

36 3 11.22 11.24 65 3 1127 — 2 !

38 3 11.25 11.27 25 2 11.29 e 2 !

07 2 11.27 11.29 11 2 1131 —_ 2 I

08 2 11.29 11.31 79 4 11.35 — 2 I

59 3 11.32 11.35 61 3 11.38 — .3 I

53 3 11.35 11.38 77 4 11.42 - 3 I

03 ] 11.36 1142 10 2 11.44 — 6 !

62 4 11.40 11.44 16 2 1145 — 4 !

36 3 11.43 11.46 - 55 3 11.49 — 3 1

27 3 11.46 11.49 52 3 11.52 — 3 1

97 6 11.52 11.52 59 3 11.55 == - —_

86 5 11.57 11.57 63 3 12.00 2 —_ —_
Total 57 54 6 56 17

The following information can be obtained from the simulation worksheet based on the period of

one hour only :

(a) Average queue length
— Number of customers in the waiting line _ 17 _ 0.85
Number 0o

(b) Average waiting time of customer before service
_ Customer waiting time _ s

Number of amivals -~ 20 ~ 280 minutes.

[=)

(c) Average service time
. Total service time _s
i = Number of amivals _ 20
(d) Time a customer spends in the system
= Average service time + Average waiting time before service
= 2,70+ 2,80 = 5,50 minutes
- Simulation worksheet developed in this problem also states that if one or more clerk is added,
there is no need for a customer to wait in the queue, But before effecting any decision, the cost of
_having an additional clerk has to be compared with the cost due to customer waiting time. This can
be worked out as follows :

= 2.70 minutes.

. One hour period - Cost with ane clerk Cost with wo clerks
- - Customer waiting time 1} 8 Rs. 4.50 Nil
(56 minutes x Rs. 5 per hour)
" Clerk's zost : Rs, 6.00 : Rs. 12
o Total cost of one hour period Re. 108015 = cespas Rs. 12

. " the above analysis based on simulation for a period of ane hour only Is representative of the
' "actual situation, then it may be concluded that the cost with one clerk s lower than what it is with
o clerks; Hence, it would not be an economical proposition to engage an additional ?Ie.rk'

o Scanned 'wi‘th CamSca'r'iner
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2318, Dr. Strong is @
of the patients take more or
The following summary shows 1

to complete the work :

dentist who schedules all her

less than 30 minutes
he various categories ©,

dependin
f wo

patlents for 30

tk. their probabilitles and the time “m

OPERATIONS ngsE"' :

minutes appalhmm%
g on the type of dental work 1o be &k i

i

Probability of T

SR
= Time required
Category (minutes) category ‘
Filling 60 0.15
Crown is 0.15
Cleaning a8 0.10
Extraction 020
Check-up 15
P e
ine the average waiting time for 1, |

Simulate the dentist's clinic for four ho

patients as well as the idleness of the doctor.
scheduled arrival time starting at

exactly their

urs and determ
| the patients show up at the clinic 5

Assume that al e
he following random numbery i |

8.00 AM. Use 1

t

handling the above problem :
40 82 1 k7 25 66 ”[c_.q, 7
(Nov.) 1939
Solution. Allotment of random numbers for category of work for the given probabilities is shouy
below .
Category Probability Cumulative probability Random number
Filling 0.40 0.40 00-—39
Crown 0.15 0.55 40—54
Cleaning 0.15 0.70 5569
Extraction 0.10 0.80 70—79
Check-up 0.20 1.00 80—99
TABLE 23.10 : FUTURE EVENTS
Pna’g;u No. Scheduled arrival  Random number Category Sitidcs s
S 8.00 40 Crown 60 mts.
3 8.30 82 ChGCk-up 15 "
y 9.00 1 Filling 45 °
s o 34 Filling 4 "
o0 25 Filling 4 °
o e % Cleaning 1s "
: 11.00 17 Filling %
e ” Extraction 4 "
TABLE .11 ; COMPUTATION OF ARRIVALS, DEPARTURES AND WAITING OF PATIENTS l
Time Event e
(patient No.) St parist . Wairing
8.00 / amives ¢ to go) (patient No)
830 2 armives 1 (60) =
9.00 . 1 (30)
I departs; 3 amives y ;
9.15 2 depans 2(19) e g
10.00 P frosiay 300 _
depants; 3 ami 4
1648 Fho-enikiaile, 4 (49) s B
”.é “&pm; ‘I(l’) 5.6
1130 7 amives i(“) o @R
? 5 departs; 8 apri (30) we
:;:: ¢ d'w“. - 6 (15) A o
The " End 7 (45) R
The dentist was not idle durin 7 (30) S By :
were as follows : 8 the entire simulated per; —
od, The waiting times for:the paie®” -

Scanned with CamS‘.Canher
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Patient No,

; (] Arrival Service siarts Waiting (minstet}

3 s 00 p

y a0 92.00 ¥

g 9.00 9.1% I5

: 9.30 10.00 30

. 10.00 10.45 45

s 10.30 11.30 ! ]

f 11.00 1145 45

11.30 12.30 7}

Total 225

The average waiting time was 285/8 = 35.625 minutes.

2319. Observarions of past data show the followi ation
i ¢ " ing patterns in respect of intcr-arr¥ ’
azﬂd service duration in a single channel queueing system. Using the faendaoi m:;bae:":;ﬂeh-
s _ulatc the queue behaviour for a period of 60 minutes and estimate the probability of the service
being idle and then mean time spent-by a customer waiting for service.

Inter-arrival time Service time
Minutes Probability Minutes Probabilisy
2 0.15 1 0.19
4 0.23 3 022
6 0.35 5 03s
.8 ' 0.17 7 023
10 0.10 .9 0.10
Rmdqm }}'umbers (Start at NW Corner and proceed along the row)
9371 1463 7214 1053 2164
8142 ' 8707 9054 3866 1053
2924 . 1725 _ 1185 6885 9980
5119 ) 4086 3083 5217 7108

. Solution. The cumulétivc probability distributions and random number interval for inter-arrival
time and service time are shown in Table 23.12.
‘ i i TABLE 23.12 : RANDOM NUMBERS CODING

Arrival time ~— Cumulative 2 Service time Cumulative .
nterval =" RN inzerval
Times Probability Probabllity RN interval e probability Probebiliny
2 0.15 0.15 - 00—14 | 0.10 QIO 00—09
Biiagom Wl 6:023@ L0387 15—37 ¥ 025 035 10—31
6 03§ ¢ om v 3872 5 032 067 = 1
st g0l 0.90 73—89 7 023 050 61—89
e Fieaie 0000 0 1,00 90—99 ' - 9 0.0! 1.00 50—99
""" The simulation worksheet developed for the given problem is shown in Table 23.13.
o ok | TABLE 23.13 ; SIMULATION WORKSHEET
Service . Random Service  Service Waiting time

. m Inter-arrival Arrival: nds  Apendant Customer  Line
! ‘ rig. | number  Hime . ’ i .
fme .. #ars. i) | (min) (min)  (min} _length

. number . . Hme .. . - _
s MMOT o e ), o o087 O
Yoo ¥ YU AN A ped 3 58 :’;;, - _‘3 8
D e 7o e 59T w1 @ B3 UEEgag e X
: 9.18 920 M 3. 0% - s !
e 920 st 938 wx veSdnigied Radihe 8 e 6 !
D ok i 9 Mend ¢ B 48 ::a i ) \
Bt 92 34 938w o3 MBI gl s 4
e iy 5 gq it WH L §

AT : ' I R
Scanned with CamScanner
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520 ‘
rox. ‘ _
i iting ti f customer _
) Average waiting time .o b |
((1::) Average service idle time = 20/9 = 2.?:2 r;l:utes
(iv) Average service time = 41/9 = 4.56 minu AT 713 mifutes
(v) Time a customer spends in the system = 4. i

(vi) Percentage of service idle time = 20/(20+41)=0.33.
PROBLEM S

i for
2320. The following table gives the arrival pattern at a coffee counter 10

ice i .~ one minute in one counter :
The service is taken as 2 persons in 0 . 3 ; : ) .

No. of persons arriving  : (5) llo s 36 20 10 s vy
Probability percentage
Using Monte-Carlo simulation technique and .thc following randor;c nuan::cris‘,f j‘cr‘wme the pattem
of arrivals and the queue formed when the following 20 random num T8 g : - i
5, 25, 16, 80, 35, 48, 67, zg. s ::, ’
9. 14, 1, 55, 20, 71, 30, ’ ] s ;

i i ] in one minute.
Find the queue length if two counters are used, i.e., 4 persons in O O Sc. (Appl. 52 19%9)

. . . i - of
2321. The output of a production line is checked by an inspector ifor one or more three
Cof def y defects A, B and C. If defect A occurs, the item is scrapped. If defect

different types of defects, called ; -
i t be reworked. The time required to rework a B defect is 15 minutes and
B or C occurs, the item must be rewor q o rework @ B e @ and C defects are

the time required to rework a C defect is 30 minutes. The pro ; :
15, 20 antﬁ() respectively. For ten items coming off the assembly line, determine the number of items
without any defects, the number scrapped and the total minutes of rework time. Use the following
random numbers :
RN for defect A 48 55 91 40 93 01 83 63 47 5
RN for defect B : 47 36 57 04 79 55 10 13 57 09
RN for defect C 82 95 18 96 20 84 56 11 52 03
[C.A. (May) 1954]
2322. An airline has 20 fights leaving a base per day, each with a hostess. The airline keeps two ¢
hostesses in reserve so that they may be called in case the scheduled hostess for a flight is absent. The
probability distribution for daily number of absenteeism by hostesses is as follows :

Number absent 0 | I 2 3 4 5
Probability H 0.30 0.35 0.20 0.10 0.03 0.02

Use Monte-Carlo method to estimate the utilisation of reserve hostesses and also the probability
that at least one flight will be cancelled in a day because of non-availability of hostesses.
[Madurai M.BA. 1995]
2323. A company manufactures around 200 mopeds. Depending upon the availability of nw
materials and other conditions, the daily production has been varying from 196 mopeds to 204
mopeds, whose probability distribution is as given below : :

Production per day  : 19 197 198 199 200 200 202 203 204
Probability : 005 009 012 014 020 015 0il 008 - 006 T

The finished mopeds are transported in a specially designed three-storeyed 1 that caa

accommodate only 200 mopeds. Using the given 15 random numbers, viz, 82, 89.y78, zc;r'ry”. 61,18

43, 04, 23, 50, 77, 27, 54, 10, simulate the process to find out (i) What will be the average numbet B

f: mf;peds waiting in the factory? and (i) What will be the average number of empty spaces on B¢

rry?.."vZAl (a) Patients arriving at a village di o4 (Mq‘!_rl"!’l 3

L e i village dispensary are treated by a d rst-come~
.‘ glrst-:lervod pam. 'I‘he_lntcr-arrlval time of the patients is known to be :nifon?\‘l:;ozli;?ib:l:dmw %
¥ an t‘580Im.m:tes_, while their service time is known to be uniformly distributed between 15 snd 40
: minu : t1s desired to simulate the system and determine the average time a patient has to be in ®° b
| queue for getting service and the proportion of time the doctor would be idle ous the simulatios
. using the following sequences of random numbers. The numbers have been “lcmecled e

‘ 80 to estimate inter-arrival ti . il
| i r arn.,v‘al times and between 15 and 40 to estimate the service times required by & -

one minute intervaly
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