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- 0
0  « 0 z_{ 6  1-o0f,_9 }
E(X?) =12-{§ﬁ+'2'(1‘ﬁ)}+2 w7 (1-7)
o, 30 (, 9 _ 3o
=§%*‘(‘*7‘3‘)[‘i*2“““’]"Z‘N*(‘ N)(Z 7)
, 0 3 0
= M2 =2—§N-'2'(!(1—N) “.(“)
The sample frequency distribution is :
x |0 1 2
f | 27 38 10
58 I__l_ 2___1_ _Z§
Wo=iEfr=ps(38+20)=550 W =N2AT=75(8+40) =5
Equating the sample moments to theoretical moments, we get
a(, _8)_58 of, _8)_,_58_17 —
1-5(1-5)=% = F(1-§)=1-%=73 (")

0 17 _78 a_42
Substituting in (**), we get 2—2—N——3x7—5-=ﬁ = 9=—5N

Substituting in (***), we get %( 1- %) = % =

17-6-4. Method of Least Squares. The principle of least squares is used to fit 2
curve of the form : y=flx,ap,ma, ..., a,) ...(17-62)
where a;’s are unknown parameters, to a set of n sample observations (x; v,);
i=1,2,...,n from a bivariate population. It consists in minimising the sum of squares

of residuals, viz., E= X {yi-fix,ap,ay, ..., a,)}2 ..(17:63)
i=1

subject to variations in ay, 4, ..., a,,.
The normal equations for estimating ay, a;, ..., a, are given by :

oE ,
—=0;,i=1,2,...,n. ...(17-64)
i
o Re.marks. 1 In'chapter 10, we have discussed in detail the method of least squares for
ﬁttlf\g linear regression, polynomial regression and the exponential family of curves reducible
to linear regression. In chapter 11, we have discussed the method of fitting multiple linear
regression (§ 11-12-1).
" : Lfe we a;:'e estim_ating f(lx, a, a}:, +++s Ay) as a linear function of the parameters dg, @, - 1
€ x's being known given values, the least square estimators i s li ions of the

y's will be MVU estimators. q ators obtained as linear functions ©

17-7. CONFIDENCE INTERVAL AND CONFIDENCE LIMITS

Let x;, (i=1,2, ..., n) be a random sample of n o : Jation
involving a single unknown parameter 0, (s}:ly). Let f(;s;)r‘l;zht?\zs i;%?b?lil:o}f)::nction
of the parent distribution from which the sample is drawn and let}:xs su os); that this
dls.tribution is continuous, Let f = t(x;, x,, ..., x,), a function of the sam ﬁapvalues be an
e?ttn;;ate of the population parameter 0, with the sampling di;tribpution given
g(t, 8).
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Having obtained the value of j
e aicres abeh the statistic { from a given sample, the problem is,
Knptih pﬁpulamtirm,w ;rmom hkhpmcrobability statements about the unknown parameter
/ w sample has been drawn?” This ion is ver
| ’ ‘ ¢ question 1s v
;veel'::;r:\swcred by the technique of Confidence interval due to Neyman and is obta:r:Z
We choose once for all some small value of o (5% or 1° i
1 (5% or 1%) and then determine two
constants say, ¢, and ¢, such that : Plc,<B< | f)=1-a ..(1765)
’Ijhe c_;u?ntities [ and ¢5, 80 determined, are known as the confidence limits or
ﬁducugt’lmuu and the interval [c;, c;] within which the unknown value of the
population parameter is expected to lie, is called the confidence interval and (1-o is
called the confidence coefficient. | )
Thus if we take a = 0-05 (or 0-01), we shall get 95% (or 99%) confidence limits.
How to find ¢c; and c;. ? Let T; and T, be two statistics such that

P(T,>0)=04 ...(17-66)

and P(T,<8)=a, ...(17-66a)
where 0, and 0, are constants independent of 6. (17-66) and (17-664) can be combined
to give P(T,<86<Ty)=1-q, ...(17-66b)
(17-66a) may be taken as

wherea:a,+aQ.StatisticsT,andT2deﬁnedm(l766)and

¢, and c, defined in (17-65).
Forexampk,ifwetakealargesamplefromanormalpopulaﬁonwi&lmnuand
standard deviation o, then ~ Z=2—= ~N(O,1)
o/\n

and P(—1'96SZS1-96)=0'95 (From Normal Probability Tables)

;'"51-96) =095 = P(E-l-%—“—sus}}l-%%):ogs
0‘/ n n wn

= p(-19%<

Thus x+ 196 -—g{_-_are 95% confidence limits for the unknown parameter J, the
n

population mean and the interval (’ - 1-96%'_, T + 196 %) is called the 95%
confidence interval. ]
x-H . _
Also  P(-258<Z<258)=099 or p(-2s8sF <2:58) = 099
F_258 = <pus< ‘£+z-ss—°-)=o99
= p(7-258 5 =
—_ _g_ d
Hem:e99%conﬁdencelimitsforpare: 112-586’ an
¥ S ,3+258 =)
99%conﬁdenceinterVanorpis(x—2-58‘m- x+258 ‘5)
Remarks 1. UsuallyazisnotknownanditSunbiasedsﬁmleszobtainedfmmthe
i Z= —;:—E-isnotN(O,l)andinﬂ\jscaseﬂ\econﬁdm
samples i-.s\sed.HOWeverifmssmnlL = Nn
’ ateobtai!!BdbyusingStudent's’t'distribuﬁm

limitsandconﬁdminteﬂalsfm'u
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«ist more than one set of confidence interyy,
m arises as to which particular set i to,
nse and in such cases we look fq, e

2. It can be seen that in many cases there ¢ e
with the same confidence coefficicnt.'Thcn the pr'(f) ]Lsc
regarded as better than the others in some us¢ u
shortest of all the intervals.

Example 17-46. Obtain 100 (1 — )% confidence intervals for the Parametey,
(a) Oand (b) a2, of the normal distribution :

2
1 [_ l x___—_g) ] —o00 << X < o0
. =— eX ’
fix 8 0)= &P 2 (55 | |
Solution. Let X, (i = 1,2, ..., n) be a random sample of size n from the density

n n < 1 i =
1 2 2 - .
i§1 Xi, §? =H,‘§1 (Xi = X) 2 n-1 i§1 (Xi Xt

fix;8,c)and let: X=

[

X-0

S/n _
freedom. Hence 100(1 - a)% confidence limits for 0 are given by :

(a) The statistic t = follows student’s ¢-distribution with (n - 1) degrees of

PUtI<t)=1-0 = Pl i-elsita)=1—a

Vn
Y - i “ < X —S— =]1- .
P(X t“‘ﬂie‘x”“'vn—) 1-a (1767)
where £, is the tabulated value of £ for (n - 1) d.f. at significance level ‘o. Hence the
required confidence interval for 0 is : ( X-t, 2 , X+ by \/i_)
Vn n
(b) Case (i) 8 is known and equal to y (say).
LXi—W?  ps?
Then T = ; ~ xZ (n)

> Xa) =Jx 2 PO = ..()
a
_where p(x?) is the p.d.f. of x2-distribution with n d.f., then the required confidence
interval is given by :

If we define 2 as the value of x* such that P(y2

Piy2, _ <y2<y2 =1_ 2 *
{Xl @/2) =% Xa/z} l-a = P[x21-(a/2)5%3x2a,2]=1—a (M)

N ns’ o
oW o2 SAa2 =

< o2 2 ns? a
" and X 1<(a/2) S — = o< "
w/2 0-2
X 1w2)
: 2
Hence (**) gives : P { ':L <al< &} =1 g (**)
X ar2 le-(u/Z) ’ B

where y2, » and X1-(a/2) are obtained from (*) by using . f

Thuse.g., 95% confidence int
' erval for g2 i
or ¢?is p(%Sczs_"sz_)=o-95
) X 0025 Xo975
Case (ii). 8 is unknown, In this case the statistic :

Z(X,-—_}_()Z ns? 2
Here also confid _ T T~ Xew
o niidence interval for g2 jc .. o
significant value of x2 [as defined in )] for (;S_gl“'en by (***), where now 32 is th¢

)d.f. at the significance level ‘0.
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Example 17.47, Show that the large

a rectangular distribution with density f,

17-49
st obscrvations Lo
Y function :

f a sample of n observations from

1
ﬂm9)=[5'OSXS9

0, otherwise (%)
has the distribution : dG(L) ( L)"”
' d =n{= aL,

(1 s a)‘l/n '

Solution. Let X;, X, ... X, be a random samp] i i
e R ple of size n from the population (*
and let L = max (X;, Xy, ..., X,,). The distribution of L is given by : Pop )

dG(L) = n[F(L)}*. (L) dL, where F(.) is the distribution function of X given by :
L
_ _L : _ . L\ dL
F(L) —Jo flx, G)dx—e ..dG(L)—n(e) .E—,OSLSG |
If we take V =L/, the Jacobian of transformation is 8. Hence p.d.f. h()of Vis:

1
h(v) = no™1, o I J I =nv1,0<0v<1,

which is independent of 6.

To obtain the confidence limitsv for 6, with confidence coefficient o, let us define
v, such that '

1
P(v,<V<1l) =a = J h(v) dv = o )
Yo
=5 n J 1 vldo = = l-pt=0 = Vg =(1—0)l/m _ (**)
Vo :

i = —o)/ne L 1}=a
From(**)and(***),P{(l—oc)l/ <V<l}=a = P{(l o)l/n < o <

, L } o
P{L<Q< -
1/n
Hence the required confidence limits for 6 are L and 'L‘/ (1 .—-oz)l :
Example 17-48. Given a random sample from a population with pd.f.:

flx, 9)=—16_?' 0<x<6

] s i R and R/y , where y is given by

? Jence interval for s given by
show that 10017 a)'f)[conf;zef 1)yl = a,and R is the sample range.
ot L=L1,0<x%<80

b i T ,
Solution. The joint p.d.f. of X1, Xz -es Xn 15 given by .

) is the ordered sample then

S ! -2 ) P

n(n-1 [x —X(l)]" ,OSX(I)SA(")_B
o" () _

the joint p.d.f. of Xy and X 18 :
If X1) X@2)y - Xn

glxq Xl =
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tran .
To obtain the distribution of the sample range R, let us make the tr sformatlon
00
of variables : 0= - @2

- - = X 1) =
R= X(n) X(1) and v ( - £ of Rard Vbeco |
The Jacobian of tran'sformation is | | | =1and the joint p.d.f. Mes .

~1) an- 0-R
h (R,tr)='—'1'l();—lR" 2,0<v<

The marginal density of R is given by :

_1)R"2(8-R)
R yn=1) o _ n(n-1) R™( ,0SR<H
hl(R)= IO n "e" ,R"sz = o

The p.d.f. hy(.)of U =R/6is:
_nn-HRZ©O-R) O=n(n-Du"2(1-u),0sus1

R
ho(u) = hy(R) | 4R

eil
100 (1 - a)% confidence interval for 0 is givenby : P(y sU<1)=1-a (*)
v
vhere y is obtained from the equation I 0hz(u)du =
v
= nn - l)j :u"-z(l -u)du=o = nu1—(n-1) un 0=
v n-(n-1)yl=a ()

From (*), we get

P(wsg;SI):l—a = P(RSOS-%):I—&

Hence the required limits for 6 are given by R and R/ v where y is given by (*).
Example 17-49. Given one observation from a population with p.df.:

f(x,e)=§;(e-x), 0<x<0,

obtain 100 (1 - @)% confidence interval for 6.
Solution. The density of u = x/6 is given by :

8(u) =f(x,0).
To obtain 100 (1 - o)

dx
du

=é(9_x),e=2(1—u), O<u<i

% confidence interval for

8, we choose two quantities u; and
and P(u < u,) =P(u>u2)=%a
P o " o
(u<l¢1)--2 = IO 2(1—u)du=5 = u?-2y, +% =0 ..(")
‘ -1 ’ c
ard  P(u> u,)= 70 = Ju22(1 -u)du = 7

T u22_2u2+(1_ %):O ()

= P(L _x_)_
“2sesu1 =l-a

From (*), we get P(ul < g— < uz) =1-q

o [ x
Hence the required interval for 0 15( oy :f-l) » Where y, ang u, are given by (**)
and (***) respectively.



STATISTILVAL INFERENCE —| (THEORY OF ESTIMATION)

17-51

17-7-1. Confidenc
cerfaln regularity Cond‘iti'nhwal' for Large Samples. It has been proved that under
ons, the first derivative of the logarithm of the likelihood

function w.r.to parameter 0 viz., 9
90 log L, is asymptotically normal with mean zero and
. ; ) ) .
variance given by : Var( -2 (9 2
. (ao o5 L) "(;;0*103 L) = (- %103 L)
0
—log L
Hence for large n, Z 9 . N©,1) (17.68)

\/Var (% log L)

The result enables us to obtain confidence interval for the parameter 8 in large

samples. Thus for large samples, the confidence interval for 8 with confidence
coefficient (1 - o) is obtained by converting the inequalities in

P(1ZIsA)=1-« ...(17-69)
where A, is given by :1'_12;1_: j _Auexp (-142/2) du=1-aq ...[17-69(a)]

Example 17-50. Obtain 100 (1 — a)% confidence limits (for large samples) for the
parameter A of the Poisson distribution :

- Ax
=012,
Solution. We have
4 log L =597—t{—n}\,+('_§.1 x,-) log A - El log (x,-)} =-n+ %"-f._.,,(i_l)

an x

Var (%log L) =E (—%leg t)=E( 11,;f—): SE® =3 [-EG)=A]
(-9

7 =—2 " =\(/A) (-1 ~ N, 1) [Using (17-68]

\] n/A
Hence 100 (1 — )% confidence interval for A is given by (for large samples)
p{IN@/m) -0l <A} =1-0

Hence the required limits for A are the roots of the equation :
INa/a(x-0 =2 = n(F-A)2-A. A% =0
: 2\2 2
(25-&-2\-‘1—):!:{(2 §+%—) _4;:2}l

2 n
L (a5 l) ezte0 = As ; e
5% confidence interval for A is given by taking Aa = 196 in (*), thus

For example, 9
giving : .
1/, 384, (3845, 362) " = £1.96 Nx/n, to the order n1/2,
k=§(2x+§—'—1——):t( n T 1—17) - n
Example 17-51. Show that for the distribution : dF(x)=0e%;0 <x < oo,

central conﬁdenbe limits for large samples with 95% confidence coefficient are given by
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14 196) / %.
o=(1% 2 )/
n
_o 0 S x
Solution. Here L *()'exp( 0 = :)
n °
n (1 =
ilogL=i(nlog()-—@)ZJ(,)=6—,§x,~--n(6 x)
a0 20 i= )
0? n
and a—%;logL=—é-2— => Var(aelogL) E( ot g) )

Hence, for large samples, using (17-68), we have

Ls
z=i(i—) ~NO,1) = n(1-8x)~ N(O,1)

\n/e2

Hence 95% confidence limits for 6 are given by :

P[-196 <\n (1-0%) < 1.96] = 0-95 (¥

_ 196) 1 -

Vn(1-6%)<196 = (1—Tn)§se ()

™ : 1 *A%

and 1196 <\ (1-6%) = es(1+%)§ | ()

Hence, from (*), (**) and (***), the central 95% confidence limits for 6 are given by :

9=(1iw). 1
: n x

Cnrprer concepts quiz

1. Comment on the following statements :
(1) Inthe case of Poisson distribution with parameter A, x is sufficient for A.

(i) If‘ (X}, X?, ... X,) be a sample of independent observation from the uniform
distribution on (8, 6 + 1), then the maximum likelihood estimator of @ is unique.
(1ii) A maximum likelihood estimator is always unbiased.

(iv) Unbiased estimator is necessarily consistent
(v) A consistent estimator is also unbiased.

(vi) An unbiased estimator whose vari
ance tends to zerg o
; : as S
is consistent. the sample size increase

(vii) If t is a sufficient statistic for @ then f(

(viti) 1f t, and ¢, are two inde endent esti .
both t, and t,. P mators of 6, then ¢ 1+t is less efficient than

(ix) If T is consistent estimator of a paramete
r 0, the i : i
ofa® + b, wherea and b are constants, neT+bisa SRuSiStent Sstmanes

t) is a sufficient statistic for f(6).

(x) If x is the number of successes i

u N n inde
probability p of success in each trial,

Pendent tria i tant
’ —— ; Is with a cons

S a consistent estimator of p.
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