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THE SIGN TEST 5

test is the simplest of the non-parametric tests. Its name comes

rom the fact that it is based on the direction (or signs for pluses or

minuses) of a pair of observations and not on their nirmerical magnitude.
In any problem in which sign test is used. we count :

Number of + Signs

Number of - signs
Number of O's (i.e.. which cannot be included either as positive or negative).

We take Hp ; P = 0-5 (Null hypo.hesis)

If the difference is due to chance effects the probability of a + sign for any
particular pair is 1/2. as is the probability of a - sign. If S is the number of
;J‘mt‘ls lghe less frequent sign occurs. then S has the binomial distribution with
1_ 'he critical value for a two-sided alternative at o =
ound by the expression.

The sign

0-05 can be conveniently

K=" D008 vn

?ﬁii"gel]_](‘f;t‘:i if S <K for the sign test.

(1) The On:S;an lbe‘pf two t):pes ;

2) The paired ﬂ‘llp e Eﬂgn_ test

In g one-sq 'Sdmp]e sign test.
DPropriate :'l‘; ”)‘PIP -Slgﬂ test we test th
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e lh(‘l}] l,t_h 4 minus sign and discard sample value exactly equ |
4 r;md’nn:{\?l tf]f‘ null hypothesis that these plus and .m.in.u_ia signs are

dnable having the binomial distribution with p = 172

¢ null hypothesis [ =HO against an
: of size n. We replact
.h sample value less
al to (put O
values ol



Mamn —whuthoy L test : - Af

This test helps wg to dokernunoe
wWhethery 2 Soumples have Como ;Jtv'omiko
Samo POPMOV% Tho aldexnative hﬂpotkohgi_c
s that te Weans of tho populakion are nd
oqual to test of tho nul Wypothosis is
that  tho 2 Samplos  rowmo $yom 1dentical
Pop ot on.g May  eithoy e based ©Own )
Swm  0f  Yonks 0 tho valio.c of l.‘!‘c SW

Or M B2 Sum b youmpg

| OFY On R, Swnm
0) Yonks of tho valyes 0

5’ tho 9hd &lmp(o

| . , ! 2 1 Siy)
o & AR, s P e sum of nyin, e

S Considen o po, voor do

;Vliege), il i,



‘«',

|
b= NiENgt v, (wnid)

-& 5

— N(DI'I)

Test stabishe , z - V€YW)
SEMV)
u}hﬂ_&f{:" ) F(Uj ~ h'hi v{ U_) - H;"J( Hl*hj"|-|>
2 ! P
1 theve axe Hies in tho asScending ordoy
Value the chamge only v tho Vaxiante of UV
viwy = e Enteziy-sai])
12 nCn-10)

UWinoy ©

T = & 5% 1D

———— - P S
MD_EJI'L‘Z Pux Lpnt -

SUPPOSE X, X,,.,. Xp 15 an ovdered
sampo from a population amd Y1 Y3, Yn
be @ Indopesdont ovdored. samplo Jvonn andtiay
population - we want to test i tho Samples have
bean drawr fomm two mhw_pbpuia};iuw.

tet us Combine the two Samydo s amncl
axvange 1n Ordexr of Magwitude to give tho
Comibinod Ovdered Somplo

F. — -"‘.— | | _ B o

tho sSeguono 0f One obsexvabion

Voxiable bourdod by ono observation o0f ot
Voyiable test Statbiskic ¢

A rwa 1S defined as a Seguonte o4

lattex& of oo kind swryousnoled by a Seguany
of letters of oty pind and teo Numbey of

tlement in a yus s wsually vefexved 1o ac
o longth of the Ruw -

AYrange 12 a.sc.nmdinﬂ ovdor thon find

o} OnE



S B ——f_"j ,..\_N( ,DI!-IJ
SEC(R)

umox ¢ |
¢ - -total wo 0f Puwns

R ) ) jﬂ‘ﬂjf'}w,ﬂj._&ﬂj
eey- y t2mn2 . oyip) o ———
) no ) nin-1)

Median test:- (3\ L

Mediawn  test i.gk::i stabistical pyocedis 0
for 'L‘F‘-‘ib'na i§ 2 indepemdont Ordexed Samplos
ddfex in thelv contval temdonels v othox
 wovds 1t Gives wjormation 04 2 indopendont
samplos are lrely to hawe median dawn from
e populabon with o samo wedian

Let o) Xy, - Xn and WY, - Yu 0P 3
indapondont Ordoved Samplos From fuo popdatis
Wik proamlity dongity fwackon's Sor $ty)
Yespockively tho moasuremont must be at(east
ovdival -

tet Z,,25,--Znpn; be the Comloinal
ovdorod Samplo - Let m, be tho Mo 0§ x5 ound
My be the Mo o4 \Jt_s pngdiq Ho Mogdiam
value M{"Saﬁ) of the Comiol ned. Samplo -

Tho Null WYpothosis Hp* The Saumplos cue
dyawyn Jrom -Hs.oLSamo population (Oljj}ﬂrn
He ddffereat Popwlation torth the Same
modian (e Hy Jta) =5(y).

The Joint Qustvibukion of m, and m, is
tho foLLoLuivu] kyper - peomolbyic dLgbr{bu,t:‘anx
with pwbtlb'ﬂ.iblj Junmcthkion 15 aivem by



© a5.55yn,pto tically

we  may dofivo ™, to b
noyrvall and use normal test:

~ e0m, ..
R ke mi ~ N(o, 1) assam{)bo@caﬂﬁ

F J var (m),)

2 = ml’Ecm’)_ ~ NCo,1) ass‘gmptoticallﬁ-

chml_)




THE KRUSKAL-WALLIS OR H-TEST 5?

It several independent samples are involved. analysis of variance is th
usual procedure. Failure to meet the assumptions needed for analysis o
variance makes its value doubtful. An alternative technique was developed
called the Kruskal-Wallis one-way analysis of variance or the H-test. This
test helps in testing the null hypothesis that k independent randomn
samples come from identical populations against the alternative hvpothesis
that the means of these samples are not all equal.

As is done in the Mann-Whitney U-test all data are ranked as if they were i
one sample. from lowest to highest. the rank sums of cach sample are calculated
The H-statistic is calculated form the formula:
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It the null hvpothesis s true and each sample has at least five ObSErVALION
the H.I.Iﬂlﬂllll.l distrnbution ol H can be Approximated Closely with a chi SQUATT
distribution with k-1 degrees of freedom Consequently, we Can reject e
null-hypothesis that = g = uy and accept the alternative that the w's are no
Al equal at the level of significance alalpha), it H .y lor k1 degrees of
treedom It any sample has less than five items.
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be used. and the test must be based on special tables
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llustration 6. A company's trainees are randomly assigned to groups which are taught a

cefan industnal inspection procedure by three different methods Al the end ol the INstructing
penod they are tesled lor inspection performance quality

The following are thesr scores
Method A - 80, 83, 79. 85, 90, 68
Method 5 82, 84, 60, 72, 86, 67, 91
Method C - 93, 65, 77, 78, 88

Use the H test to delermine at the 0 05 level of significance whether the three methods are
equally ettective
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Ry =61, R2=62, R3=48
Applying the formula for H -

12 iFf12+Fi’22+932

LSrn«»H

H =
NHV+erh m n3 |

_ 12 [612 (622 (487 319
18x19| 6 7 5 | ¥
12 :

= 245 (62017 +549.14 + 460 8] - 57

= 57197 - 57 = 0197

v=3-1=2

For v=2.x%5=5991

The calculated value is less than the table value. the null hypothesis
separated and we conclude that the three months are equally effective



be. This 1s the oldest nonparametric test still widely used. Another test, suitable for the above

problem, 1s a test based on the empirical distribution function and is known as the Kolmogorov-
Smimov (KS) test.

Kolmogorov-Smirnov Test i1

Let (X, X5, ..., X,) be a sample of n independent random observations on a RV X with
bstribution function F. The sample distribution function §,(x) 1s a consistent and unbiased
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302 Statistical Inference

estimator of F(x). Let us assume that F(x) 18 absolutely continuous. Then S,(x) is the UMVUE
of F(x) since 1t 1s @ symmelric function of the sample observations. So the difference
5, (x) — F(x) may be taken as the basis for testing any hypothesis about F(x). Accordingly. we define

D, = sup,|S,(x) - F(x)]

which is called the KS test statistic (two-sided). If we define

D, = sup, {S,(x) - F(x)} (12.5)

and
D, = sup {F(x) - S,.(x)} (12.6)

then
D, = max{D,. D, | (12.7)
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