ANALYSIS OF VARIANCE (ANOVA)
INTRODUCTION

The test of significance based on t-distribution is an adequate procedure only for testing the
significance of the difference between two sample means. In a situation when we have three or
more samples to consider at a time an alternative procedure is needed for testing the hypothesis
that all the samples are drawn from the same population I.e., the means are equal.

For example, three types of fertilisers are applied to five plots each and their yields on each of the
plot is given as follows

plots Yield of wheat in tons
fertiliser Fertiliser | fertiliser C
A B

1 20 18 25

2 21 20 25

3 23 17 25

4 16 15 25

5 20 25 25

Mean 100/5=20 | 95/5=19 125/5=25

We have to study if the effect of these fertilisers on the yield is significantly different, or in other
words the samples are from the same population. The answer to this is provided by the technique
of analysis of variance.

The basic purpose of analysis of variance is to test the homogeneity of several means.
The term ‘Analysis of variance’ was introduced by Prof. R.A. Fisher in 1920’s.
Variation is inherent in nature,

The total variation in any set of numerical data is due to a number of causes which may be
calculated as i) assignable causes and ii) chance causes

The variation due to assignable causes can be detected and measured whereas the chance causes
is beyond the control of human and cannot be traced.

Examples of assignable causes of variation

Inappropriate procedures, substandard raw materials, measurement errors, temperature etc.,
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DEFINITION:

According to Prof. R.A. Fisher, Analysis of Variance (ANOVA) is the “Separation of variance
ascribable to one group of causes from the variance ascribable to other group”

The ANOVA consists in the estimation of the amount of variation due to each of the independent
factors (causes) separately and then comparing these estimates due to assignable factors(causes),
with the estimate due to chance factor (causes). The later being known as experimental error.

ASSUMPTIONS FOR ANOVA TEST
ANOVA test is based on the test statistics F (variance Ratio)
For the validity of the F-test in ANOVA, the following assumptions are made:

)} The observations are independent,
i) Parent population from which observations are taken is normal, and
iii) Various treatment and environmental effects are additive in nature.

IMPORTANCE:

ANOVA technique enables us to compare several population means simultaneously and thus
results in lot of savings in time and money

The origin of ANOVA technique lies in agricultural experiments but it finds its applications in
almost all types of design of experiments in various diverse fields such as in industry, education,
psychology, business etc.,

The ANOVA technique is not designed to test the equality of several population variances. It’s
objective is to test the equality of several population means or the homogeneity of several
independent sample means.

In addition to testing homogeneity of several sample means, the ANOVA technique is now
frequently applied in testing the linearity of the fitted regression line or the significance of the
correlation ratio.

MATHEMATICAL MODEL
FIXED EFFECT MODEL AND RANDOM EFFECT MODELS

A fixed effects model is a statistical model in which the model parameters are fixed or non-random
guantities.

In random effects model in which all or some of the model parameters are random variables.



Fixed effects model:

Suppose the k-levels of the factor (treatments) under consideration are the only levels of interest
and all these are included in the experiment by the investigator or out of a large number of classes,
the k classes (treatments) in the model have been specifically chosen by the experimenter. In such
a case a;’s the effect of the i"" treatment [ ai = (i - )] are fixed constants (unknown) and the model
is a fixed effect model.

In the fixed effect model, the conclusions about the test of hypothesis regarding the parameters
ai’s will apply only to k-treatments (factor levels) considered in the experiment.

These conclusions cannot be extended to other remaining treatments (factors) which are not
considered in the experiment.

Random effects model:

Suppose we have a large number of classes (treatments) and we want to test, through an experiment
if all these class effects are equal or not. Due to consideration of time, money or administrative
convenience it may not be possible to include all the factor levels in the experiment. In such a
situation, we take only a random sample of factor levels in the experiment and after studying and
analysing the sample data, we draw conclusions which would be valid for all the factor levels
whether included in the experiment or not. In such a situation the parameters o;’s in the model will
not be fixed constants but will be random samples and the model is random effect model.

In the random effect model if the null hypothesis of the homogeneity of class (treatment) effects
IS rejected, then to test to test the difference between two class(treatments) effects we cannot apply
the t-test because all treatments are not included in the experiment.
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5.2, ONE-WAY CLASSIFICATION

Let us suppose that N observations y;;, (i =1, 2, ... k; j=1,2,..,n) of arandom variable

k
Y are grouped, on some basis, into  classes of sizes ny, iy, ..., 1 Tespectively, Q\! =) ni) as
i=1

exhibited in Table 51.
TABLE 5-1:ONE-WAY CLASSIFIED DATA
Class Sample Observations Total Mean
1 yu e Yin Ty Ji
2 yagtooi gl 10)usand 10 difg) Ty m
i g on M sanien ook &b T; 7
k 0 i e T Ty, 7

The total variation in the observation y; can be split into the following two components :
(i) The variation between the classes or the variation due to different bases of
classification, commonly known as treatments. "
(ii) The variation within the classes, i.c., the inherent variation of the random variable
within the observations of a class. |
The first type of variation is due fo assignable causes which can be detected and
controlled by human endeavour and the second type of variation is due to chance causes
which are beyond the control of human hand. |
The main object of analysis of variance technique is to examine if there is significant
difference between the class means in view of the inherent variability within the separate
classes. ' ]
In particular, let us consider the effect of k different rations on the yield in milk of N

cows (of the same breed and stock) divided into k classes of sizes ny, g, ..., M respectively,
k i

N= Y n;. Here the sources of variation are
sl



(i) Effect of the ration (treatment) : ¢;;i=1,2, ..., k.

(z1) Error (g) produced by numerous causes of such magnitude that they are not detectes
and identified with the knowledge that we have and they together produce =
variation of random nature obeying Gaussian (Normal) law of errors.

Mathematical Model. In this case the linear mathematical model will be :
Vi =W +Ei=p+ (- +¢g;

=h+0;+¢; ; where(i=1,2,...k ; j=1,2,..,n;) s scCell
(i) yj; is the yield from the jth cow, (j =1,2, ..., n;) fed on the ith ration 1 =1, 2, ..., k.
ik
(77) u is the general mean effect given by :
k
W= nu/N ... (5:2a
i=1

where L; is the fixed effect due to the ith ration, i.e., if there were no treatment differences
and no chance causes then the yield of each cow will by L,

(z17) o; is the effect of the ith ration given by : o=, -, (G=1,2,..., %) cee O
i.e., the ith ration increases (or decreases) the yield by an amount o;. On using (5-2a) and
(5-2b) , we get

k
2 n;o; = 2 n,-(pqwu):Z niui—uZni=N. H—H.N= 0 e (DS
i=1 i i
(iv) g; is the error effect due to chance. ... (5:2d)

ANOVA FOR FIXED EFFECT MODEL
The fixed effect or parametric model used is
Yij = Hi + &j
- L+ oi + g (i=1,2...k; =1,2...n;) where oj=Hi- 1
where Yij IS the yield from the ith row and jth column
W is the general mean effect given by p = Y%, nipi/N
Wi is the fixed effect due to ith treatment
a;i IS the effect of the ith treatment given by
Q= Hi- |
&ij IS the error effect due to chance
ASSUMPTIONS IN THE MODEL

i) all the observations (yis)are independent and yij - N(Li, e?)
i) different effects are additive in nature




i) ejarei.i.d., N0, ce?)
under the third assumption, the model becomes
E(yi) = li=p +0i (i=1,2...k; j=1,2...n)
STATISITICAL ANALYSIS OF THE MODEL

Null hypothesis: we have to test the equality of the population means.
Hence the null hypothesis is given by

Ho= li=H = ... = k=M
which reducesto Ho= a1 =ax =...=0ax=0 since oj=Hi-H
Alternate hypothesis:
H.: atleast two of the means pg, [, ...k are different.

let us write
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