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Objective: To create an overview about sampling and its various methods.
UNIT I

Concept of Population and sample — Census method and survey method — Merits and limitations
of sample survey-Need for Sampling — Design, Organization and Execution of Sample Survey —
Principal Steps in Sample Surveys — Preparation of Questionnaire and Schedules — Pilot Survey
— Sampling and Non-Sampling Errors

UNIT 11

Probability and non-probability sampling-Sampling from Finite Population — Simple Random
Sampling With and Without Replacement — Unbiased Estimate of Mean and Variance — Finite
Population Correction — Estimation of Standard Error— Simple Random Sampling of Attributes —
Determination of sample size. Estimation of mean and variance

UNIT III

Stratified Random Sampling: Concept of Stratifying Factor advantages of strartification-
Unbiased Estimate of the Mean and Variance- Proportional and Optimum Allocation —
Neyman’s Allocation - Comparison of Stratified and Simple Random Sampling.

UNIT IV

Systematic Sampling: Linear — circular systematic sampling Estimation of the Mean and
Variance — Comparison of Simple, Stratified and Systematic Sampling — Population with Linear
Trend - advantages and disadvantages

UNIT V

Cluster Sampling — estimation of mean and variance under equal and unequal cluster size. Two
Stage Sampling with respect to Simple Random Sampling —Estimation of the Mean and
Population Variance.

Text Books:
1. Daroga singh, F.S.Chauwdhary — Theory And Analysis Of Sample Survey Designs, New
Age International (P) Ltd, publishers, New Delhi, 2015.
2. S.C. Gupta and V.K.Kapoor- Fundamentals of Applied Statistics, Sultan Chand & Sons,
New Delhi, 4" Edition 2015.
Reference Books:
1. P.V. Sukathme and B.V. Sukathme - Sampling Theory Of Survey With Applications,
Asia Publishing House.
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7-1. INTRODUCTION | o TN
 Before giving the notion of sampling we will first define population. Ir.l a statisticy)
investigation the interest usually lies in the assessment of tl_le general r.nagnlt_l.}de _ar‘ld the
study of variation with respect to one or more characte_nstlcs relating _to mdmduam
belonging to a group. This group of individuals under study. 1s called_popl-ilatlon OT universe |
Thus in statistics, population is an aggregate of objects, animate or inanimate under study
The population may be finite or infinite. !

It is obvious that for any statistical investigation complete enumeration of the pOpulation"‘
is rather impracticable. For example, if we want to have an idea of the average per capita
(monthly) income of the people in India, we will have to enumerate all the earning
individuals in the country, which is rather a very difficult task.

If the population is infinite, complete enumeration is not possible. Also if the units are
destroyed in the course of inspection (e.g., inspection of crackers, explosive materials, etc.),
100% inspection, though possible, is not at all desirable. But even if the population is finite or
the inspection is not destructive, 100% inspection is not taken recourse to because of
multiplicity of causes, viz., administrative and financial implications, time factor, etc., and
we take the help of sampling. :

A finite sub-set of statistical individuals in a population is called a sample and the
number of individuals in a sample is called the sample size. '

For the purpose of determining population characteristics, instead of enumerating entire
population, the individuals in the sample only are observed. Then the sample characteristics
are utilised to approximately determine or estimate the population. For example on
examining the sample of a particular stuff we arrive at a decision of purchasing or rejecting
that stuff. The error involved in such approximation is known as sampling error and is
inherent and unavoidable in any and every sampling scheme. But sampling results in
considerable gains, especially in time and cost not only in respect of making observation of
characteristics but also in subsequent handling of the data.

Sampling is quite often used in our day-to-day practical life. For example, in a shop we
‘assess the quality of sugar, wheat or any other commodity by taking a handful of it from the
bag and then decide to purchase it or not. A housewife normally tests the cooked products to
find if they are properly cooked and contain the proper quantity of salt.

7-2. PARAMETERS AND STATISTICS

In order to avoid verbal confusion with the statistical constants of the population, viz.,
‘mean, variance, etc., of the population which are usually referred to as parameters,
‘statistical measures computed from the sample observations alone, e.g., mean, variance, etc.,
of the sample have been termed by Professor R.A. Fisher as statistic, §

‘ In practice parameter values are not known and their estimates based on the sample
values are generally used, Thus statistic which may be regarded as an estimate of the
parameter, obtained from the sample, is a function of the sample values only. It may be
pointed out that a statistic, as it is based on sample values and as there are multiple choices
of the {samples that can be drawn from a population, varies from sample to sample. The
determination or the characterisation of the variation (in the values of the statistic obtained

from different samples) that may be attributed to chance or fluctuations of sampling is one of

T - R

the fundamental problems of the sampling theory, - ¢
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) 7-3
pema ol (Unbiased Estimate). A statistic t = ¢ (x,
(4 )

s an unbiased estimate of population param

I 2 1 y et‘e i
ii:e:“wtisﬁc is said to be an unbiased estimate of the P;S;;fef (t) =
s er.

ling Distributi
7.2-1. Samp . : on. The numb ]
wn from 2 finite population of size N is Ng. . (?;I%fipossmle samples of size n that can be

s lar i .
number of sx_xch samples.) For each of these samples ieeﬂcr ;;1(2;::;:, ’ihen \:etcan draw a
; ute a statistic, say ‘¢’

x2 ey X :
»++ X,), a function of the sample values  x,, x,,

8,i.e, if E(Statistics) = Parameter,

dra

ay be grouped into a frequency distribution which j
the.St'atiStic' Thus, we can have the sampling dis

varjanCE, etc'
7.2:2. Standard Error. The standard deviation of the sampli istri
: . mpl i
atistic is l'mc.)wn as its Standard Error. The standard errors (S.Ep.)ucl)% sil;t: lc?; 1;?11 OfIIEl
known statistics are given in Ta.ble 7-1, where n is the sample size, o2 the e1Wfa -
cariance, P the population proportion and @ =1 - P. ’ popuiation

TABLE 7-1: STANDARD ERRORS OF STATISTIC

e S. No. Statistic Standard Error
ility of Standar _
Utility f 1. pe 0_/,\/;
Error. S.E. plays a very
important role in the large| 2. | Observed sample proportion o’ \VPQ/n
sample theory and forms| 3 | sample standard deviation s ot2n
the basis of the testing of
hypothesis. If ¢ is any| % s? o2\ 2/n
statistic, then for large| 5 | Quartiles 1.36263 o/\n
samples :
6. | Median 125331 o/\'n
=B N, 1)
- \/ Vi(t) ’ 7. ‘+* = sample correlation coefficient (1- pzll\[r_z
t - E(t) p, population correlation
5 Z= ~ N(0, 1
S.E. (¢) ©,1) 8. Hs coeff. 6® N 96/n
Thus, if the discrepancy Jon

. 9. K 96/
between the observed and ) N "
the expected (hypothetical) . vV ( 2v? ) Vi
values of the statistic is| 10- | Coefficient of variation (V) \on M 10d —\Iaf
greater then 1-96 times the

SE. the hypothesis is, rejected at 5% level of significance. Similary, if

| t-E@t) | <1-96 X S.E. ®),

t}.]e_ diviation is not regarded significant at 5% leve} of signi
diviation, ¢ ~ E(t), could have arisen due to fluctuations of samp

rovi h . i which may, therefo
Provide us any evidence against the null hypothesis W/ f:((:ance zf the difference at

l?"’e‘, of significance. Similary we can discuss the signl
Significance,

ficance. In other words, the
ling and the data do not
re, be accepted at 5%
1% level of

f the estimate of the

recision 0 s
ndex of the p ure of reliability or

The magni - i
gnitude of the standard error gives an i )
P&rameter. The reciprocal of the standard error 18 taken as the mea

Precision of the sample.
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STEPS IN A SAMPLE SURVEY

. RINCIPAL _ oo of & ssmplo surve
7 3.T THi:ﬂ steps involved in the planning an}ile :(ch:f:utlon P Y may be
“:i somewhat arbitrarily under the follf)wmg i dléar and concrete 1oy
grouped SOME the Survey. The first step is to define in a0 conorete ms, g,
1. Objectives of the It is generally found that even the sponso " g Tﬁe ! yo S Dot qujy.
object‘wes 'of the survlsyé it wants and how it is going to use the resu }si '1pb1nsors Of the
clear in mind as lt{o wha that these objectives are commensurate w1th. t e l.e_wa1 ?the TeSource
§u1";veey zl:ofu;i;zye ri:aafxfpower and the time limit required for the availability of the results o
in term "

the survey. ' _ _
} 2 De);'ining the Population to be Sampled. The population, l-fz, fEhedﬁl_gg‘regate of
objecés (animate or in-animate) from which sample is chosein shouéd ble e ::; bt;nfdear gnd
i i ling of farms clear-cut rules m ramed t,
unambiguous terms. For example, in samp 0T fal nd the border-line cases oq -
: . o
define a farm regarding shape, size., etc., keep1.ng in min bord
egable the investigator to decide in the field without much hesitation whether or not ¢,
include a given farm in the population.

But practical difficulties in handling certain segments of the population may pf“_nt to
their elimination from the scope of the survey. Consequently, for reasons of prac‘tlcablhty or
convenience the population to be sampled (the sampled population) is dlfferem';, in fact more
restricted, than the population for which results are wanted (the target population).

3. The Frame and Sampling Units. The population must be capable of division into
what are called sampling units for purposes of sample selection. The sampling units must
cover the entire population and they must be distinct, unambiguous and non-overlapping in
the sense that every element of the population belongs to one and only one sampling unit,
For example, in socio-economic survey for selecting people in a town, the sampling unit
might be an individual person, a family, a household or a block in a locality.

In order to cover the population decided u

pon, there should be some list, map or other
acceptable material, called the frame, which se

rves as a guide to the population to be covered.

some by and only good experience helps to construct a good frame.

4. Data to be collected, The data should be collected
the survey. The tendency should not be to collect too ma
subsequently examined and analysed. A practical metho
!;ables that the survey should produce. This would he]
irrelavent information and ensure that no essential data

keeping in view the objectives of
n:v data some of which are never
d is to chalk out an outline of the

P in eliminating the collection of
are omitted,

subjecf'matter under study, The ques pecial technique as wel] ag familiarity with the
offending, courteous in tone, unambi

Scanned with CamScanner

Scanned with CamScanner



WBIIW o

¢ SAMPLE SURVEYS 7.5

pesIGN @

guessing is left on the }laart of the respondent or interviewer. Suitable and detailed
istructions for filling up ty? questionnaire or schedule should also be prepared.

6. Method of Collecting Information. The two methods commonly emp
collecting data for human populations are :

(f)Interuiefv fl_fqthod. In this method, the investigator goes from house to house and
the individuals personally. He asks the questions one by one and fills up the
the basis of the information supplied by the individuals.

d Questiom’laire Method. In this method, the questionnaire is mailed to the
mdividuals who are required to fill it up and returns it duly completed.

Whether the data shf)u]d be collected by interview method or mail questionnaire method
or by physical observation has to be decided keeping in view the costs involved and the
gqocuracy aimed at. Althqugh mail surveys are less costly, there is scope for considerable non-
response. Moreover mail method is practicable only among the educated people who are
really interested in the particular survey being conducted. On the other hand, interview

hod costs more and there are interviewer errors also but without investigators the data
y be worthless. In cases where data are to be collected by observations, the
nt, the type of measuring equipment or instrument, etc., are to be

loyed for

interviews
schEdUIe on
(i) Maile

met
collected ma
method of measureme

decided.
7. Non-respondents.
collected for all the samp

Quite often (due to practical difficulties), the data cannot be h
led units. For example, the selected respondent may not be |
available at his place when the investigator goes there or he may fail or even refuse to give
certain information when contacted. This incompleteness, called non-response, obviously
tends to change the results. Such cases of non-response should be handled with caution in
order to draw unbiased and valid conclusions. Procedures will have to be devised to deal with
those who do not furnish information. The reasons for non-response should be recorded by

the investigator.
The size of the sample (n), the procedure of I

8. Selection of Proper Sampling Design.
selection and the estimation of the population parameters along with their margins of
[ uncertainty are some of the important statistical problems that should receive the most

§ careful attention.
' A number of designs (plans) for the selection of a sample are available and a judicious
ble estimates. For each sampling plan, rough

selection will guarantee good and relia
estimates of sample size n can be obtained for a desired degree of precision. The relative costs
and time involved should also be considered before making a final selection of the sampling

plan.

9. Organisation of Fiel
thoroughly trained in locating t
collection of required data before starting
extent depends upon the reliable field wor
adequate supervisory staff for inspection after field work.

From practical point of view a small pretest, (i.e., trying out the questionnaire and field
methods on a small scale) has been found to be immensely useful. It always helps to decide

ts in the improvement of the

upon effective method of asking questions and resul
questionaire. Moreover, it might disclose certain problems and troubles that will otherwise
be quite serious on a large-scale survey such as “the cost and the time may far exceed the

available money and stipulated period.”

d Work. 1t is absolutely essential that the personnel should be
he sample units, recording the measurements, the methods of
the field work. The success of a survey to a great , f
k. It is very necessary to make provisions for |

&
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11. Summary and Analysis of the Data. The analysis of the data may be by
classified into the following heads :

(a) Scrutiny and editing of the data. An initial quality check should be carried out by th
supervisory staff while the investigators are in the field. Accordingly, the schedules shﬂulc‘;
be thoroughly scrutinised to examine the plausibility and consistency of the data obtaingg
The scrutiny or editing of the completed questionnaires will help in amending recordin'
errors or in eliminating data that are obviously erroneous and inconsistent g

(b) Tabulation of data. Before carrying out the tabulation of the data, we must decide
about the procedure for tabulation of the data which are incomplete due to non-responge to
certain items in the questionnaire and where certain questions are deleted in editing
process. The method of tabulation, viz., hand tabulation or machine tabulation, will depeng
upon the quantity of the data. For large-scale survey, machine tabulation will obviously pe
much quicker and economical. For a large-scale sample survey, the use of code numbers for
qualitative variables is essential for machine tabulation. With simple questionnaires, the
answers can sometimes be precoded, i.e., entered in a manner in which they can pe
conveniently or routinely transferred to mechanical equipment such as personal computers
etc. I'inally, the tables that lead to the estimates are prepared. '

Oadly

(c) Statistical analysis. After the data has been properly scrutinised, edited and
tabulated, a very careful statistical analysis is to be made. Different methods of estimation
may be available for the same data. Appropriate formulae should then be used to provide
final estimates of the required information. Efforts should be made to keep the procedure
free from errors.

(d) Reporting and conclusions. Finally, a report incorporating detailed statement of the
different stages of the survey should be prepared. In the presentation of the results, it is good
practice to report the technical aspect of the design, viz., the types of the estimators used
along with the amount of error to be expected in the most important estimate.

12. Information gained for Future Surveys. Any completed survey is helpful in
providing a note of caution and taking lessons from it for designing future surveys. The
information gained from any completed sample in the form of the data regarding the means,
standard deviations and the nature of the variability of the principal measurements tougher
with the cost involved in obtaining the data serves as a potential guide for improved together
sampling. Moreover, in any complex survey, the things usually do not go exactly as planned.
Any completed sample may serve as a lesson to the organisers for future surveys in
recognising and rectifying the mistakes committed in the execution of the survey.

7-4. PRINCIPLES OF SAMPLE SURVEY

The theory of sampling is based on the following important principles :

1. Principle of Statistical Regularity. This principle has its origin in the mathematical
theory of probability. According to King, “The law of statistical regularity lays down that @
moderately large number of items chosen at random from a large group are almost sure on the
average to possess the characteristics of the large group.” This principle stresses .tl_le
desirability and importance of selecting the sample at random so that each and every unit in
the population has an equal chance of being selected in the sample.

An immediate derivation from the principle of statistical regularity is the Princz'pIE_Of
Inertia of Large Numbers which states that, “other things being equal, as the sample size
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" of efficiency and cost c?f the design it} th Presses upon obtainin
wrm-Iing variance of an estimate provides 5 me
s.'ﬂ‘t‘l;f the design is provided by the tota] expen
(\'l!"

iy principle of optimisation consists in :
e

(i) achieving a given level of efficiency at mini
(ji) obtaining maximum possible efficiency wit

mum cost, an(g
h given level of cost.

75.SAMPLING AND NON-SAMPLING ERRORS

The errors involved in_ the collection, Processing and lysis
Jassified under the following two heads ARasis of a data may be broadly

(i) Sampling Errors, and (i7) Non-sampling Errors.

(i) Sampling Errors. Sampling errors hay

fact that only a part of the population (ie.,

parameters and draw inferences about the
sbsent in a complete enumeration survey.

Sampling biases are primarily due to the following reasons :

1. Faulty selection of the sample. Some of the bias is introduced by the use of defective
sampling technique for the selection of a sample, e.g., purposive or judgment sampling in
which the investigator deliberately selects a representative sample to obtain certain results.
This bias can select a representative sample to obtain certain results. This bias can be
overcome by strictly adhering to a simple random sample or by selecting a sample at random

subject to restrictions which while improving the accuracy are of such nature that they do not
introduce bias in the results.

e their origin in sampling and arise due to the
sample) lhas been used to estimate population
Population. As such the sampling errors are

2. Substitution. If difficulties arise in enumerating a particular sampling unit included in
the random sample, the investigators usually substitute a convenient member of the
population. This obviously leads to some bias since the characteristics processed by the

substituted unit will usually be different from those possessed by the unit originally included
in the sample.

3. Faulty demarcation of sampling units. Bias due to defective demarcation o.f' sampling
tsis particularly significant in area surveys such as agricultural experiments in the field
Orerop cutting survey, ete. In such surveys, while dealing with border line cases, it depends

More or less on the discretion of the investigator whether to include them in the sample or
not,

uni

4. Constant error due to improper choice of the statistics for estimating the population

Parameters. For example, if x;, xy, ..., x,, is a sample of independent observations, then the
» ’
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= - i { ion variance o2 is bi :

i e s? i (x; x)2/n as an estimate of the populatlo Vv iag
i

sample varianc e a

se in the sample size (i.e, ¢
A numfggnot:_l;k[;iénf;etie sample) usu_ally resul.ts in_tﬁg
decrease in sampling error. In fact, in many Situationg
this decrease in sampling error is inverse]
proportional to the square root of the sample size as
illustrated in Fig. 7-1.

(ii) Non-sampling Errors. As distinct from
sampling errors which are due to the_mductiVe
process of inferring about the populai-;mn on the
basis of a sample, the non-sampling errorg
primarily arise at the stages of observatiOn,
ascertainment and processing of the data and are
thus present in both the complete enumeration
SAMPLE SIZE survey and the sample survey. Thus, the datq

Fig. 7-1 obtained in a complete census, although free from

sampling errors, would still be subject to non.-

sampling errors whereas data obtained in a sample survey should be subject to both sampling
and non-sampling errors.

SAMPLING ERROR

Y

Non-sampling errors can occur at every stage of the planning or execution of census or
sample survey. The preparation of an exhaustive list of all the sources of non-sampling errors

is a very difficult task. However, a careful examination of the major phases of a survey
(complete or sample) indicates that some of the more important non-sampling errors arise
from the following factors :

pecification being inadequate and inconsistent with respect to the objectives of

ments, errors due to ill-
ified investigators and lack of adequate supervi
2. Response Errors, These

érrors are introduced
the respondents and may be due to any of the followi

sory staff.

as a result of the responses furnished '_by

Person interviewed may introduce
. ’ ed prest : Y
educa'tmn., intelligence quotier . {;cci zg,;i bias by virtue of Which he may upgrade his
resulting in wrong answersg, ' Paton
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- interest. Quite often, in order ,

(il ctSi,:formations e.g., & person may givgoazaffgél:::s tt?ne § self-interest, one may give
iac:f::over_statement of his expenses or requirements, etc. Imate of his salary or production
0 : : .

o) Bias due to interviewer. Some-tlmes the interviewer ma
1~esp(:mse y the g)iyinl';gr\?isc}v:eglil:smns or records. them. Th):a ?gt?;:rigfiggc:;::?nzgtgs
s uggegﬁons from very likely to be influenced by interviewer’s beliefs and

I-udjces. ’

(v) Failure of {'GSP_OfldentS memory. One source of error which is common to most of the
qethods of collecting informations is that of ‘recall’. Many of the questions in surveys refer to

ppenings O conditions in the past and there is a problem both of remembering the event
ol associating it with the correct time period.

3, Non-response Biases. Non-response biases occur if full information is not obtained on

e P e

| Bt

4l the sampling units. In house-to-house survey, non-response usually results if the
respondent is not found at home even after repeated calls, or if he/she is unable to furnish
the information on all t:he questions or if he/she refuses to answer certain questions.
Therefore, some bias is introduced as a consequence of the exclusion of a section of the
population with certain peculiar characteristics, due to non-response.

4. Errors in Coverage. If the objectives of the survey are not precisely stated in clear cut
terms, this may result in (i) the inclusion in the survey of certain units which are not to be
induded, or (if) the exclusion of certain units which were to be included in the survey under
the objectives. For example, in a census to determine the number of individuals in the age
group, say, 20 years to 50 years, more or less serious errors may occur in decic!ing whom to
enumerate unless particular community or area is not specified and also the time at which
the age is to be specified.

5, Compiling Errors. Various operations of data processing such as editing and coding of

the responses, tabulation and summarising the original observations made in the survey are
a potential source of error. Compilation errors are subject to control though verification,

consistency check, etc. . |
6. Publication Errors. Publication errors, i.e., the errors committed during ?rfscn:at;%n

and printing of tabulated results are basically due 1;0 two sources. Tl‘ql'lehﬂmtfleoe?se(;iouz

mechanics of publication—the proofing error and the like. The other, whic 1_19. 9t ntx 01;1 serions

nature, lies in the failure of the survey organisa ut the limitati

statistics,

tion to point 0

g errors may also arise due to defective frame and

[au]tR Eniarhg 1. In a sample survey, non-samplin
Y select) . e |
s o rrors are likely to be more serious 1n & complete census as

2 It i obvi : - ing € i . uced to a
wmpal‘edlstgbavg;urfl;{lea;ttlllr'l\'rael;ogi!?caemifmh: ia mple survey the non-ﬂampglnEeilt;?'rssu;%?'vli];::(:lnd better
b er extent by employing qualified, trained and experiencec perEmr[rlln ared to a complete census.
“ipment for processing and analysing relatively smaller‘ data 28 md : cages with increase in sample
. It has already been pointed out that usually sampling error s;::p]ing N or tends to increase.
%. On the other hand, as the sample gize increases, the non- ikely to be opposite to

“ordingly ag sample si'ze increases, the behaviour of non-

atg sampling error.

 Quite ofy i in a co

% Quite often, the non-sampling error in

Sampling errors taken together in a sample survey. 0
Preferred to complete enumeration survey:

gampling error is 1

ling and
s preater than both the samp !
mplete cf)t?::sllirgin such situations sample survey 18

|
|
l
!
4
I
|
|
|
|

H
|

—
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7-6. SAMPLING vs COMPLETE CENSUS

The main merits of sampling technique over the complete enumeration survey may pg
outlined as follows :

1. Less time. There is considerable saving in time and labour since only a part of the
population has to be examined. The sampling results can be obtained more rapidly and the
data can be analysed much faster since relatively fewer data have to be collected ang
processed.

2. Reduced Cost of the Survey. Sampling usually results in reduction in cost in terms of
money and in terms of man hours. Although the amount of labour and the expenses involveq
in collecting information are generally greater per unit of sample than in complete
enumeration, the total cost of the sample survey is expected to be much smaller than that of
the complete census. Since in most of the cases our resources are limited in terms of money
and the time within which the results of the survey should be obtained, it is usually
imperative to resort to sampling rather than complete enumeration.

3. Greater Accuracy of Results. The results of a sample survey are usually much more
reliable than those obtained from a complete census due to the following reasons :

(i) It is always possible to determine the extent of the sampling errors, and

(ii) The non-sampling errors due to factors such as training of field workers, measuring
and recording observations, location of units, incompleteness of returns, biases due to
interviewers, etc. are likely to be of a serious nature in complete census than in a sample
survey. In a sample survey non-sampling errors can be controlled more effectively by
employing more qualified and better trained personnel, better supervision and better
equipment for processing and analysis of relatively limited data. Moreover, it is easier to
guard against incomplete and inaccurate returns. There can be a follow-up in case of non-
response or incomplete response. Effective control of non-sampling errors more than
compensates the errors in the estimates due to sampling. As such more sophisticated
statistical techniques can be employed to obtain relatively more reliable results.

4. Greater Scope. Sample survey has generally greater scope as compared with complete
census. The complete enumeration is impracticable, rather inconceivable if the survey
requires a highly trained personnel and more sophisticated equipment for the collection and
analysis of the data. Since sample survey saves in time and money, it is possible to have a
thorough and intensive enquiry because a more detailed information can be obtained from 2
small group of respondents.

5. If the population is too large, as for example, of trees in a jungle, we are left with no
way but to resort to sampling.

6. If testing is destructive, i.e., if the quality of an article can be determined only by
destroying the article in the process of testing, as for example : vz 8

(i) testing the quality of milk or chemical salt by analysis,
(ii) testing the breaking strength of chalks,

(iii) testing of crackers and explosives,

(iv) testing the life of an electric tube or bulb, ete.,

complete enumeration is impracticable and sampling technique is the only method to beé use

in such cases. , b g s e
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7. If the population is hypothetic
rocess may continue i“deﬁnitely (
scientific method of estimating the pa
Remarks 1. Prof. R. A. Fisher (1950) iy, report of

: ations” : tho “The Sub- issi isti i
of the United Nations™ sums the advantages of samnl: commission on Statistical Sampling
following four words.: Adaptability, Speed, Economysadlilc;[g.l:?f tt e e ver eomPlete census in the
2. From practical point of view, it hag been seen ’;h’ﬁc the vt
with suitable adaptation of stratification of the univ e

technique of multistage random sampling if there ar
good results, often better than those obta{'fne re are cl

77. LIMITATIONS OF SAMPLING

The ad
only if

al, as for example
any number of
Tameters of the

In coin-tossing problem where the

mes), sampling method is the only
niverse.

h_e method of random sampling
erse, if it is heterogencous or the

) early demarcated stages, gives fairly
by a complete census,

vantages of sampli
& PUNg over complete cengys as enumerated above can be derived

(i) the sampling units are drawn in a scient
(i) appropriate sampling technique is used
(izi) the sample size is adequate.
Sampling theory
as follows :

1. Proper care should be taken in the planning
otherwise the results obtained might be inaccurate an

ific manner,
, and

has its own limitations and problems which may be briefly outlined are

and execution of the sample survey,
: d misleading.
2. Sampling theory requires the services of trained and qualified personnel and

sophisticated equipment for its planning, execution and analysis. In the absence of these, the
results of the sample survey are not trustworthy.

3. However, if the information is required about each and every unit of the universe,
there is no way but to resort to complete enumeration. Moreover, if time and money are not

important factors or if the universe is not too large, a complete census may be better than
any sampling method.

7.8. TYPES OF SAMPLING

The technique or method of selecting a sample is of fundamental importance in the
theory of sampling and usually depends upon the nature of the data and type of enquiry. The
procedures of selecting a sample may be broadly classified under the following three heads :

(i) Subjective or judgement sampling,
(z1) Probability sampling, and
(111) Mixed sampling .

7-8:1. Subjective (or Purposive or Judgment) Sampling.In this sampling, the
sample is selected with definite purpose in view and the choice of the snmpln.)g units depends
entirely on the discretion and judgment of the investigator. 'I‘hlls'snmplmg. su_ffurs l_rmn
drawbacks of favouritism and nepotism depending upon the beliefs am'l prejudices of tl_)‘u
investigator and thus does not give a representative sample of thc_: populn.tmn. FFor n_xamplu‘, if
an investigator wants to give the picture that the standard of living has mc‘rgasu(.l in Lh(,: city
of New Delhi, he may take individuals in the sample from the posh lm:luhtu_:s like Dc[gl?cn
Colony South Extension. Golf Link, Jor Bagh, Chanakyapuri, etc., and ignore the localities
where low income group and middle class families live.
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od is seldom used and cannot be recommended for general usge Since

e rt of the investigator. Howeve, if
o . t of subjectiveness or t}'xe part ol the : ,
1; is 'Oﬁentl?lﬁii ?:eeiopzlr?zﬁédoand é killed and this sampling 18 carefully applied, the,
the investuig
i le results.

. t samples may yield valuab o o .
B e Pt bility Sampling. Probability sampling is the S‘flentlﬁc meféhOSi of selectin,

7-8-2. Prog?n i tloysome Jaws of chance in which_each unit in the PO}:ll'tf?twnthas Some
32;?;1?: :rc;fs;i"i ed probability of being selected in the sample. The different types ¢

" - a 4

robability sampling are : .
’ (i) Where each unit has an equal chance of being selected.
(ii) Sampling units have different probabilities of being selected.
(iii) Probability of selection of a unit is proportional to the sample size.
i i lected partly according to some laws of
7.8-3. Mixed Sampling. If the samples are se ' omg¢
chance and partly according to a fixed sampling rule (no assignment of Qrobablhtles), t.hey
are termed as mixed samples and the technique of selecting such samples is known as mixed
sampling. o
The different types of sampling as given above have a number of variations, some of
which may be listed below :

This sampling meth

(i) Simple Random Sampling (ii) Stratified Random Sampling
(iii) Systematic Sampling (tv) Multistage Sampling

(v) Quasi Random Sampling (vi) Area Sampling
(vii) Simple Cluster Sampling (viii) Multistage Cluster Sampling

(ix) Quota Sampling
7-9. SIMPLE RANDOM SAMPLING (S.R.S.)

It is the technique of drawing a sample in such a way that each unit of the population has
an equal and independent chance of being included in the sample.

In this method, an equal probability of selection is assigned to each unit of the

population at the first draw. It also implies an equal probability of selecting any unit from
the available units at subsequent draws.

Thus in S.R.S. from a population of N units, the probability of drawing any unit at the

ﬂrs? draw is 1/N, the probability of drawing any unit in the second draw from among the
available (N - 1) units, is 1/(N - 1), and so on.

Let E, be the event that any specified unit is selected at the rth draw. Then

P(E,) = Prob. [that the specified unit is not selecte
draws and then selected at the rth draw]

r=|

P(E,) = H P (It is not selected at ith draw.)

=]

d in anyone of the previous (r — 1)

« PIt is selected at rth draw given that it is not selected at the previous (r —
(By compound probability theorem, since draws are independent)

’-|
PE,) = 1_-—“1,___],(“_1_____ & ( N-i 1
l N-G(i-D|*NZGZD ﬂ N-—i+1)xN-r+1

1) draws)

i=
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