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In other words is the weighted mean of all the array means, the weights bei"8

the array frequencies.
Def. The correlation ratio of Y on X, usually denoted by Nyx is given by: B
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a formula, much more convenient for computational purposes.

. Remarks 1. (12-1) implies that : G2 =0y (1 -Myd

Since 6,,% and 6,2 are non-negative, we have

1 "T‘yxz 20 = "]sz <l or Iﬂyxl <1 o (12‘3“) :
2. Since the sum of squares of deviations in any array ,i\s minimum when measured from its
mean, we have : LXfiWi-yP <X 2 fi Ui- yi2, - ()
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Where y iiis the estimate of y; for given valueof X =1x, say, as given by the line of regression of
e A :
YonX ie, Yij=a+bx,(j=1,2, wep ).
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8 We give below some diagrams, exhibiting the relationship between r and 1

(i) For completely random scattering of the (i) If dots lie prec1sely;‘r_1 a.lme,‘ r=
dots with no trend, both p and n are zero F 3
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nd a definitely curved trend line.
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Suppose we have Ay, A, ..., A, families with k, sks o) k,.members, i

may be represented as shown below :
X1 X21 e X AR
X12 Xpogy X b ik 25
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Xy X £ o iy
Jtlkl kaz Xy, Xk, il ':):,_k:_/dw,

andletx;; (1=1,2,..,n;j=1,2, .., k) denote the measurement on the ﬁhmemR rin
the ith family. LT TN

We shall have ki(k; - 1) pairs for the ith family or group like (x;;, x;j), j # . There will be .
n :

o

El ki(ki~1) = N, pairs for all the n families or groups. If we preparea correlatiq;rl ;a?le' =
there will be &, (k; — 1) entries for the ith group or family and
'Zk.(k,- =1) = N entries for all the n families or groups. The table is symmetrical abp_qt,. :
- the principa] diagonal. Such a table is called an intra-class correlation vt,ll,bléx?-ﬂg;%he.‘.’,‘
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-a-class correlation coefficient is given by :

K (-7t - 3 20-%F

R . Cov(X,Y) _ ] <
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~ If we putk; =k, i.e., if all families have equal members then :
' Y-x )2
lg’>i2(;,--x)2-az b= _ nkg,? - nka?
k-DI X (x;-2? (k - 1)nka?

T =‘(k—_T){—GT'- J o0 (124&)
where 62 denotes the variance of X and 62, the variance of means of families. S
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“Partial and Multiple
Correlation T

NEED AND IMPORTANCE OF PARTIAL CORRELATION

While conducting studies in the field of education and psychology, we
often find that the relationship between two variables is greatly
influenced by a third variable or an additional variable. In such a
situation, it becomes quite difficult to have a reliable and an
independent estimate of correlation between these two variables unless
there is some possibility of nullifying the effects of a third variable
(or a number of other variables) on the variables in question. It is
the partial correlation which helps in such a situation for nullifying
the undesired influence of a third or any additional variable on the
relationship of the two variables.

Let us illustrate such a possibility with the help of an example.
Suppose in a study, we want to know the effect of participation in
co-curricular activities upon the academic achievement. For this, we take -
the sample of students studying in various schools. We collect two types
of scores regarding their performance in co-curricular activities and
academic achievement and then try to find a measure of correlation
between these two variables. A close analysis of the factors affecting the
academic achievement or participation In co-curricular activities may
reveal that both these variables are certainly influenced by so many
other factors or variables like intelligence, socio-economic status,
?nvironmental differences, age, health and physique and other similar
actors.

However, in our study, we are only concerned with the evaluation
of the correlation between participation in co-curricular activities and
academic achievement. Our aim is to have an independent and a reliable
measure of correlation between these two variables. It can only happen
Yvhen we first adopt some measures to nullify the effect of the
intervening variables like intelligence, socio-economic status age, and
health, on both the variables being correlated. In other worcis thére is
an urgent need for exercising control over all other variables an’d factors
except the two whose relationship we have to measure. '

228
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nd thus apply the matchin
make use of such a sample is quite i
e to reduce drastically the size of our sampl

for so many factors will be a cumbersome tas
be feasible nor appropniate. e o
"~ Another, and the most practicable and convenient way, is to
~ exercise statistical control. In this, we hold the undesirable or the
" intervening variables constant through the partial correlation method.
. Here, we can make use of the whole data without sacrificing any
information as needed in the experimental method, for making equal
and matching pairs.

Partial correlation can thus be described as a special correlation
technique, which is helpful in estimating independent and reliable
relationship between any two variables by eliminating and ruling out any
undesirable influence or interference of a third or an additional variable
on the variables being correlated.

| Asumption. The partial correlation technique is based on the following

important assumption:

Control the main vanables (two or three) and they unll am-aamlly
control so many other varables since other vanables are related to these

controlled variables.

Working on this assumption in the following example, we can
. attempt at eliminating a few intervening variables like intelligence and
. Socio-economic status to study the correlation between academic
achievement and participation in co-curricular agivities. The other
intervening variables such as age, health and physique, envn'onmenﬂl
condition, education and health of the parents, living habits and

t will be automatically controlled. o
5 TR
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3. Formula for the Computation of Third Order Partial

Correlation: ]
No.34 —15.34 125.34 ’

712.345 =
9 2
\[1 — 1534 \/17" 5. 34

The second or the third order partial correlations are those
correlations in which the relationship between two variables is estimated
while making two or three other variables constant or partialled out.

Let us now clarify the concept and working of these formulae with
the help of an example. Let

1 = Achievement scores
| ; 2 = Participation in co-curricular activities scores
W 3 = IQ scores
4 = Socio-economic status scores
5 = Age score

:;Ience in the first order 'partial correlation, 795 means the correlation
~between 1 and 2 (achievement and participation in co-curricular

- activities) while making the thi i & -
fa I rd variable 2 t or
 partialled out, mntelligence” as constan

the fd 6rder

: Iflarl:ila] correlation, 7, 545 means the col
=l : 28 the third, fourth and fifth var
- " and “age”) constant or p




d in terms of their academic achjey
ular activities. Their 1Q’s were also ¢

g these three variables was obtained ang
T2 = 0.480, o5 = 0.70,
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| out the: independent correlation between the m
variables—academic achievement and participation—

cademic achievement and participation in co-curricular activ
n two variables—can be found by computing partial co
tween these two variables, 1.e. by computing 795 (keeping consta
rd variable) ‘

N9 —MNhs o3

1123 = ol
V1-7i3 (1=%3

ubstituting the given value of correlation in the foregoing fo




1ng varlables v1z varlable 3 (1. ;
c1o¥econom1c status) Hence the problem re

ormula requlred for such a correlation is

e v 7123‘7143"243
e e ¢ 712.34 =
flie s ~Tias ~Tyi s

Since we have already computed the value of 713 3 in Example 13“
as rj93 = 0.67, now we have to compute only the values of 7143 and 7945

Thus, -:fs;%?
Tia — 3754 B
i T YA \‘v
e b
50 — (.60 x .30)

J1-.60 x.60 /1 -.30 x.30 |
) e )
(136 J1-.09 ~ [64x .01
U P

J64x91 91 ~ -

To43 = Darm s ol
' ‘/1"7223\/1‘73%1
T 40 - .70 x .30
V1-.70x.70 1= 30 x 30

e, A0= 21 19
V=49 1 09 451 J
108 190, 000

X953 714 x 953
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[Ans Partial correlation = 0.64.]

» Application of Partial Correlation

Partial correlation can be used as g special statistical technique for
eliminating the effects of one or more variables on the two main
variables, for which we want to compute an independent and a reli

measure of correlation. Besides its major advantage lies in the fact
it enables us to set up a multiple re

of two or more variables, by mean
variable or criterion.

able
that
gression equation (see Chapter 14)
s of which we can predict another

Si»gnificance of Partial Correlation Coefficient

The significance of the first and the second order partial correlation ‘7.
can be tested easily by using the ‘¢ distribution

N-2-K
! e et
K = Order of partial r
7 = Value of partial correlation

N = Total frequencies in the sample study
Therefore,

where

Degree of freedom = N - 2 - K

NEED AND IMPORTANCE OF MULTIPLE CORRELATION

§ In Mmany studies related to education and psychology, we ﬁnd that a
ariable js dependent on a number of other variables ca!led \n%depte.ndent
- For example, if we take the case of one’s academic achievement, -
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nt of multiple correlation signifies a st
- the strength of relationship between one variab
endent variable, and two or more variables, called zr.zdepmden 0
In simple terms, therefore, by multiple corl.'elat.lon, we mea
relationship between one variable and a combination of two ol
“variables. ra
~ Let us make the meaning of the term clearer by taking the simple
case of one dependent variable and two independent variables, kn
for exercising their influence on the dependent variable. Once again, let
this dependent variable be “academic success” (to be obtained from
achievement scores in an examination). We can have two independent
variables which are well known for their impact on academic success,
namely, general intelligence (io be known through a battery of
intelligence tests) and socio-economic status (known through a scale). We -
can name the dependent variable as X,, and the wo independent
variables as Xo and X3. In order to compute multiple correlation here,
we try to find out the measure of correlation between X, and the
combined effects of Xy and X3. In such a case, we designate the required
multiple correlation coefficient as R) 93, meaning thereby that we are
computing a correlation between the dependent variable 1, and the
combination of the two independent variables 2 and 3.

Computation of Multiple Correlation

Formula for Computation of Multiple Correlation Coefficient:

2 2
et 12 13 3 793
R1.23 120713 723

)
=7,

- 712 = Correlation between X, and X,
- 13 = Correlation between X, and X3

3 2 Patss
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nd “soc1o -economic status”, respe vely In this Ca
reqUH'Cd multiple correlation coeffi nt.

Solution. The multiple correlatlon coefﬁcxent

2 2
R e T
1523 %

2
1_"'23

Substituting the respective values of 719, 713 and 793 in the above formula,
we get

0.60% + 0.40% — 2 x 0.60 x 0.40 x 0.50
1-(0.50)*

___\F).36+0.16—0.2& \[028 oS
1-0.25 '

[Ans. Multiple correlation coefficient = 0.61.]

R)93 =

Other Methods of Computing Coefficient of Muitipie
Correlation

Multiple correlation coefficient can also be computed by other means
like below.
First, it can be done with the help of partial correlation. Thus,

Ry93 = \/T* (1 i 7122)(1 = Txi;.z)

In this formula, to understand the relationship between variav.e 1 and
the combined effect of variables 2 and 3, we compute the multiple
rrelation coefficient. The formula requires the values of 7y
(correlation between 1 and 9) and the partial correlation 713 5, which can

¢ computed by using the formula

N3 —halss

] 370 e 2
' \/1 —7'12 \/1 — Ty

However, in case if there are four variables instead of three, then
"€ can compute the multiple correlation coefficient as %
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ly, multiple correl :
e help of standard partia

) | regression coefficient called betas,
which are used in multiple regression equation

(see Chapter 14). Now,

'e

Rygs = «/ﬁzsﬁz + Bis.otis i

B lipimelisro3
121355 2
1'—7'23

Bl = g TS
B S o
Note: These two methods are used only when we have the required
partial correlations or the values of Bi, Po, ... In most of the cases, it

is quite economical to make use of the general formula

DS
No + 73 — 209 N3 *Tos

2

Rio3 =

Let us make use of this formula to find solutions to some more problems.

Example 13.4: A researcher was interested in studying the relationship

- between success in a job and the training received. He collected data

regarding these and treated them as the two main variables and added

a third variable, “interest” (measured by interest inventory). The
‘correlations among these three variables were ‘

e AR R ERE(0 96 Ly, =06

data enabled him to compute the multiple correlation coefficie
' tO':ﬁI(ld out the relationship between SUCCess 1n theJOband
ftect of the two independent variables—*training”
1€ value o the correlation coefficient in his s
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8 \/0.4181‘-6’.06575;
0:9744 SRS

= 0.601
[Ans. Multiple correlation coefficient = 0.601.]

Example 13.5: One thousand candidates appeared for an entrance test.
The test had some sub-tests, namely, general intelligence test,
professional awareness test, gener

al knowledge test and aptitude test. A
researcher got interested in knowing the impact or the strength of the
association of any two sub-tests on the total entrance test scores (Xy).
Initially, he took two sub-tests scores—intelligence test scores (X9) and
professional awareness scores (Xs)—and derived the necessary
correlations. Compute the multiple correlation coefficient for

measuring the strength of relationship between X; and (X; + X,), if
Ti9 = 80, T3 = .70 and Togl== .60.

Solution. The multiple correlation coefficient

R
o + %3 — 219 %3 Tog

Rios = D)
1—'723

0.80% +0.70° - 2 0.80 x 0.70 x 0.60

5 1-0.60° /

_ [0640+0.490-0672 _ ,0.458 |

= 1-036 Vo064
o ] g 1ot 1wk oA




| ”?-‘t:;‘partl‘c'ular' test or tests. ; e
o For proper computation of multiple correlation it
" that the number of cases and, especially, the n
variables, be large. . ; 4
o The multiple correlation coefficient R is always posit

than 1.00, and is greater than the zero order correla
coefficients 79, 713, - '

help of its standard error. The standard error of multiple R cz
computed by using the following formula:

1-R?
SEr e
where
m = Number of variables being correlated
N = Size of the sample
- N —m = Degree of freedom



Whz Wis’,imﬁltiple correlation? Describe its cha
4 »%@plications. Discuss where you would like to Ise it
- educational and psychological investigations by citin
‘ gfé;::xamples. e

. An investigator, during one of his studies, collecte
and arrived at the following conclusions:

~ (a) The correlation between height and weighﬂ, = (
(b) The correlation between weight and age = 0.5
(c) The correlation between height and age = 0.60

E’”‘“ variable, viz. height.
e (b) Compute 13,

; i€ V135 the net correlation et ces heig’
by partialling out the third variable, namely, we
Dy Ting test construction,

o ‘ an investigator ob
lowing results: 5
<A
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