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Uni  Unit IV Topic 

 4.1 Branching Process (one dimension only) 

4.2 Generating Functions 

4.3 Properties of Generating Functions 

4.4 Concept of Weiner Process 

4.5 Weiner Process as a limit of random walk.  
 

4.1 Branching Process (one dimension only) 

In real life situations, it sometimes happens that although a suitable Markov 

Chain can be formed, it may be difficult to define transition probabilities. 

 Branching Processes are example of Markov chains. For example, consider the 

organisms that produce offspring. Suppose an organism at the end of its lifetime 

produces a random number ‘ ξ  ’  of offspring with probability distribution, 

Pr{ξ = k} = pk, k  = 0, 1, 2, ......                            ...........(1) 

                 where pk ≥ 0 and ∑  ∞
𝑘=0 𝑝k =1. 

 Let us assume that all the offspring act independently of each other and at the 

end of their lifetime, individually have progeny in accordance with the probability 

distribution given in (1).  

The process {Xn} where Xn is the population size at the nth generation, is a 

Markov Chain.  Then the process {Xn} is called Discrete Time Branching Process. 

The only knowledge regarding the distribution of Xn1, Xn2, ....... Xnr,  ..... Xn ,  

n1< n2< n3   ......  < nr, is the last known population count, since the number of the 

offspring is a function merely of the present population size. The transition matrix is 

given by  

Pij = Pr{ Xn+1 = j / Xn = i }  

= Pr{ ξ1+ ξ2+ ...... + ξi = j },                      .................... (2) 

where ξ’s follow independent probability distribution given in (1).   

In the nth generation, the ‘i’ individuals independently give rise to number of 

offspring {ξ k ; k =1, 2, .... i} and hence the cumulative number produced is ξ1+ ξ2+ 

...... + ξi.  

Then the Generating Function (GF) of ξ1+ ξ2+ ...... + ξi is [φ(s)]i.                             

Hence, Pij is the jth coefficient in the power series expansion of [φ(s)]i. 

Consider another example of Electron Multipliers. An electronic multiplier is a 

device amplifies a weak current of electron. A series of plates are set in the path of 

electrons by source. Each electron, as it strikes the 1st plate, generates a random number 

of new electrons, which in turn strike the next plate and produce more electrons etc.,  
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Let X0 be the number electrons initially emitted, X1 be the number electrons 

emitted on the 1st plate by the impact due to the X0 initial electrons; in general Xn be 

the number electrons emitted on the nth plate due to the electrons emanating from the 

(n-1)th plate.  

The sequence of random variables {Xi , i = 0, 1, 2, ...., n} constitutes a branching 

process.  

 

4.2 Generating Function 

The Generating Functions are extremely useful in the study of branching processes. 
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Let us consider the branching process {Xn} where Xn is the population size at 

the nth generation with random number ξ of offspring  which are all independent with 

probability distribution, 

Pr{ξ = k} = pk, k  = 0, 1, 2, ......                            ...........(1) 

                 where pk ≥ 0 and 𝑝k =1. Also assume that X0=1.  

It is known that  

and the generating function such that  

                    φ1(s)= φ(s)                   ...........(1) 

              φn+1(s)= φ [φn(s)] 

             φn+1(s)= φn [φ(s)]             ...........(2) 

 

   Let   exist.  
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4.3 Properties of Generating Functions

 
4) The p.g.f. φ(s) is continuous, non-decreasing and convex on [0,1]. 

5) φ!(1) = [
𝑑φ(s)

𝑑𝑠
]  𝑠=1  =  𝐸(𝑋). 

6) φ!!(1) = [
𝑑2φ(s)

𝑑𝑠 2
]  𝑠=1  =   𝑉𝑎𝑟(𝑋). 
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Another definition for Branching process is as follows:
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Examples: 

 



18MST24E:  Stochastic Processes    UNIT-IV                                 Handled by: Dr. S. RaviSankar Page: 11 

I MSc Statistics   Semester-II      Year/Semester:  2020-21/Even               Mob.: 9842007798     Dept. of Statistics 

________________________________ 

__________________________________________________________________________________________ 

 



18MST24E:  Stochastic Processes    UNIT-IV                                 Handled by: Dr. S. RaviSankar Page: 12 

I MSc Statistics   Semester-II      Year/Semester:  2020-21/Even               Mob.: 9842007798     Dept. of Statistics 

________________________________ 

__________________________________________________________________________________________ 

 



18MST24E:  Stochastic Processes    UNIT-IV                                 Handled by: Dr. S. RaviSankar Page: 13 

I MSc Statistics   Semester-II      Year/Semester:  2020-21/Even               Mob.: 9842007798     Dept. of Statistics 

________________________________ 

__________________________________________________________________________________________ 

 

 
 

 



18MST24E:  Stochastic Processes    UNIT-IV                                 Handled by: Dr. S. RaviSankar Page: 14 

I MSc Statistics   Semester-II      Year/Semester:  2020-21/Even               Mob.: 9842007798     Dept. of Statistics 

________________________________ 

__________________________________________________________________________________________ 

4.4 Concept of Weiner Process (Brownian Motion Process) 

 

R. Brown (1972) observed that small particles immersed in a liquid exhibit 

ceaseless irregular motion. The Brownian Motion Process arose an early attempt to 

explain this phenomenon. Today, the Brownian motion process and its many 

generations and extensions arise in numerous areas such as economics, communication 

theory, biology, management science and mathematical statistics.  

The Wiener process is a real valued continuous-time stochastic process named 

in honor of American mathematician Norbert Wiener for his investigations on the 

mathematical properties of the one-dimensional Brownian motion. 

 

Definition of Wiener Process:  

 The stochastic process {X(t)} is called a Wiener Process (or Wiener-Einstein  

Process or Brownian Motion Process) with mean  µ and variance σ2, if  

i) X(t) has independent increments, ie., for every pair of disjoint intervals of time 

(s,t) and (u,v), where s ≤ t  ≤ u  ≤ v, the r.v.s {X(t) – X(s)} and                    {X(v) 

– X(u)} are independent.  

ii) Every increment {X(t) – X(s)} is normally distributed with mean µ(t-s) and 

variance σ2(t-s). 

Note: 

1)  i)⟹ Wiener Process is a Markov Process with independent increments.  

2) ii)⟹ Wiener Process is a Gaussian. 

3)  A Wiener Process {X(t), t ≥ 0} with X(0) = 0, µ=0 and σ =1, is called a 

Standard Wiener Process. 

 

4.5 Weiner Process as a limit of random walk 

Consider that a Brownian particle performs a random walk such that in a small 

interval of time of duration Δt, the displacement of the particle to the right or to the left 

is also of small magnitude Δx, the total displacement X(t) of the particle in time 't' 

being 'x'. 
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Suppose that a random variable Zi denotes the length of the ith step taken by the 

particle in a small interval of time Δt and that  

  Pr{Zi = Δx} = p  and Pr{Zi = -Δx} = q,   

                        p + q = 1, 0 <p <1, where p is independent of ‘x’ and ‘t’.  

Suppose that the interval of length ‘t’ is divided into ‘n’ equal subintervals of 

length Δt and that the displacement Zi , i=1, 2, ..., n  in the ’n’ steps are mutually 

independent random variables. Then n.Δt = t and the total displacement X(t) is the sum 

of ‘n’ i.i.d. random variables Zi, i=1, 2, ..., n. 

                   ie., 𝑋(𝑡) = ∑ 𝑍𝑖, 𝑛 ≡ 𝑛(𝑡) = 𝑡
𝛥𝑡⁄

𝑛(𝑡)
𝑖=1  . 

We know   E{ 𝑍𝑖 } = (p-q) Δx     and      V{ 𝑍𝑖 }= 4pq (Δx)2.  

 Hence,     E{ 𝑋(𝑡) } = n. E{ 𝑍𝑖 }  = t. (p-q) 𝛥𝑥
𝛥𝑡⁄                          ..........(1) 

             and  V{ 𝑋(𝑡) }= n. V{ 𝑍𝑖 } = 4pqt 
(𝛥𝑥)2

𝛥𝑡
⁄  .   

As Δx→0, Δt→0, we must have  

          
 (𝛥𝑥)2

𝛥𝑡
⁄ → 𝑎 𝑙𝑖𝑚𝑖𝑡, (𝑝 − 𝑞) → 𝑎 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑒 𝑜𝑓 𝛥𝑥.               ..........(2) 

Particularly in an interval of length ‘t’, X(t) has mean-value function =µt and 

variance function = σ2t.  In other words, as Δx→0, Δt→0, in such a way that the 

equation (2) is satisfied and per unit of time,  

    E{𝑋(𝑡)}→ µ   and V{𝑋(𝑡)}→ σ2.                          ..........(3) 

From (1) for t =1 and from (3) we have  

             
(𝑝−𝑞)(𝛥𝑥) 

𝛥𝑡
→  µ    𝑎𝑛𝑑   

4𝑝𝑞(𝛥𝑥)2

𝛥𝑡
→ 𝜎2.                            ...........(4) 

The relation (2) and (4) will be satisfied, when   

               Δx = σ(Δt)1/2,   

                 p = 
1

2
[1 +

µ

σ
.(Δt)1/2] and  q = 

1

2
[1 −

µ

σ
.(Δt)1/2] 

 

Since, Zi ‘s  are  i.i.d. random variables, the sum ∑ 𝑍𝑖 =  𝑋(𝑡)
𝑛(𝑡)
𝑖=1  for large n(t) 

(=n), is asymptotically normal with mean  µt and variance σ2t . Here, ‘t’ is the length 

of the interval of time during which the displacement takes place is X(t) – X(0).  Thus, 
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for 0 < s < t, {X(t) – X(s)} is normally distributed with mean µ(t-s) and variance σ2(t-

s). Further, the increments {X(s) – X(0)} and {X(t) – X(s)} are mutually independent. 

                 ⟹ {X(t)} is a Markov Process.  

         Since, {X(t) – X(0)} is normally distributed with mean µt and variance σ2t, the 

transition probability density function of a Wiener Process is given by    

           p(x0, x; t)dx = Pr{x ≤ X(t) < x+dx / X(0) = x0} 

                               = =  
1

𝜎√2𝜋𝑡
. 𝑒

−
(𝑥−𝑥0−µ𝑡)2

2𝜎2𝑡 𝑑𝑥. 
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Application of Brownian / Branching Process and the analysis using Python. 

 

 

 

            ******* 


