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3.6 Simple applications.

3.1 Continuous Time Markov Chains

A Continuous Time Markov Chain {X(t); t>0} (or) {X(t); t €T} is a Markov
Process satisfying the Markovian dependent condition, defined over a finite state space
S, the index set being continuous, T = {t; t > 0} because of the continuity nature of the

index set ‘“T”.

The r.v X;or X(t) represents the state of an event in the interval of length ‘t’.
Consequently, we have the process having started from state ‘i’ reaches the state ‘j” in

the interval ‘t’.

The transition probabilities can also be represented as a TPM,
P=[r7]

Postulator:

For a continuous time Markov Chain {X(t); t > 0}, the transition probability function
satisfying the following conditions is said to be Standard Postulator:
) PiS.t) > 0; forall i, jeS. (non-negativity)
i) P = PriX(t+s)=j /X@®O =il t=0; i,j = 012,....
This probability is independent of S.
iii) Chapman Kolmogorov equation  P\*® = Fes PO P
iv)Forany P’ >0, suchthat limP{® = 1 if i =},

=0if i+
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The main role is taken by the n™ step transition probabilities, in case of continuous time
Markov chain, which are infinite decimal matrix.

@®

- P 5 Oy —
) lm——= F;7(0) = q
.. , Pg) !
i) lim==="P;(0) = q;
The above quantities form a matrix called infinite decimal matrix.

A=ay]

where a;; = q; if i=},

= q;if i#]

3.2 Kolmogorov differential equations
For a Continuous Time Markov Chain, it is known that

0)
1- p;; |
lim T” = P90 = g

n—-0 J

) ,

If Y+ qij = q; forall 'i’, then the process is said to be Conservative. The significance
of the conservative is that TPF of a process satisfies the system of differential equations.
By solving these differential equations by Ordinary Differential Equations (ODE)

method, the TPF may be obtained and hence the complete determination of the process.

The set of differential equations satisfied by the TPF, Pig.t), are called Kolmogorov
Backward and Forward differential equations. To obtain the above equations in the
interval (0, t+h) for h>0, ‘h’is a small interval, and is split up, in two ways, into

two intervals viz.,
1) (0, h) & (h, t+h) which will lead to Kolmogorov Backward differential equation
(KBE),

1(t h t t
Pij() = Zkiiqi(k)Pk(j) - PLE )-Qi
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1) (0, t) & (t, t+h) which will lead to Kolmogorov Forward differential equation
(KFE).

L) _ @® p ®)
R = zqik P;” — B .q

K#i
To derive Kolmogorov Backward differential equation (KBE):
Consider the first split up (0, h) & (h, t+h),
(t+h) _ () p(®
Py = ) Bl B
keS

On both sides, subtracting pY dividing by ‘4’ and taking limit 2—0, we have

ij !
(t+h) (t)
Pi' — Pt 1
. j ij — i ) p@® _ p®
mT R T in [ Puc P’ = P
keS

1 (h) p(t) () p® ®
= 11mz [Zk;tipik ij _Pii Pl] _PU

— Tlim L (h) p(®) ®) (h)
= lim — [Zk:tipik Bej” — B {1 — B }]

(h) (h)
L) _ . Pyt 5 p® : 1-Py
=By L JIM SRyt = By M=
)

1 (t . Pi t t
:>F)l](): Zk-’#l }llg(l) %Pk(]) - P"S) . ql .............. (1)

, o (1-PY
Since, by definition, ’gl_((r)L { ; } = qi]

Consider the 1% term of the equation (1),

P N o PR o®
2 ki ,lll_r}(l) %ij =2 L 1111_r)r(1) %ij
Taking limit N—oo,
P’ o ©
. ik
L SO
k+i k +#i
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Consider the LHS of the equation (2),

P’ o ") p(®) () (t)
m By gy R AR Y
k+#i k-‘#l k=N+1
. ORNO0) (h)
< }11_r>r(1) [ P, P + z P,
k #i k=N+1
1 N
- ") p(®) ®)
S}ll_r}(l) T Z Py, ij +1 - Zplk
Lk #i k=1
1 r N N
. ") () ™) )
<tim > APRY + - A - ) B ]
Lk #i k #i
N (R) (h) pM
p{ 1 — P N
. ) ii . kil ik
< _u [ _
<> iy oy [t — gy ]
*1

p(®
. P t t
= Nkzi lim == Py < IR By +4i —INa da

Taking limit N—oo,

. t t
Z}ll_rf(l) lk P() z qlkP(j) +4q; — q;

k#i k #i
t
Z qlk ()
k #i
....................... 3)
From (2) and (3),
_ P(h)
X ki }111£n ” P(t) = Z’,l’ii Qix P(t) ......................... (4)

Substituting (4) in (1), we get,

Hence, Pi\” = ¥ ,.iqy, Py — q;-P;; which is the required KBE.
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The differential equation may be written in the matrix form as
P'=AP
— | p®
where P = [Pl.j ]
A= [aij]; aij = 4i  if i=j

= Qi i izj

3.3 Poisson Process
The Poisson process is an example for continuous time Markov Chain {X(t); t

> 0} where X(t) represents no. of occurrences of a particular event in the interval (0, t).
The name of the Poisson process is due to the concept of rare events.
Examples:

Consider the random process X(t) which represents

1) No. of accidents occurred in a locality in the interval (0, t).

i)  No. of break downs of a machine in the interval (0, t).

1ii) No. of customers arriving at a service station in the interval (0, t).

iv) No. of bulbs fused in an industry in the interval (0, t).

In all these examples, the occurrence of the events is rare and hence the random

process, X(t) can be related to the Poisson Process.

Definition:

If X(t) represents the no. of occurrences of a certain event in the interval (0, t),
then the discrete random process {X(t)} is called the Poisson process provided the
following postulates are satisfied:

a) The increments are all independent. ie., for any ty, t, ..... ty suchthat t;<z, <.....
<t,, theincrements, X(t2) - X(t1), X(t3) - X(t2), ...... X(ti+1) - X(t)) .... are all

independent.
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b) The transition probabilities satisfy the
stationary property that the distribution of r.v. X(t) - X(s) for any set depends
only on the time difference (t-s), not on the time ‘s’ when it starts.

¢) The probability that atleast one event happens in a small interval of time h > 0,
P(h) = f(h) + o(h) where h > 0 is the time parameter and o(h) is defined
such that fo(h) /h} — 0 as h — 0.
d) The probability that more than one event happens in a small interval of time
h >0, implies that only one event happens when # — 0.

e) The initial value of the state of the process is ‘zero’. ie., Xo=0.

Let us consider the total number N(t) of occurrences of an even E in an interval
(0, t) of duration ’, ie., if we start from an initial time point (or instant) t=0, N(t) denotes
the number of occurrences upto the time point ‘t’. For example, if an event actually
occurs at the time points ty, t,, ts, ...., then N(t) jumps abruptly from 0 to 1 at t = t;, from

1to 2 at t =t, and so on; the situation is represented in the figure given below.

e —
: [ a
|
: —
f 3 L — E
N () i
2 » - a
i
I
1| L -
I [ I L J
t —p
Number N (1) of occurrences of an event in an interval of duration ¢
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Derivation of Poisson Process:
Theorem: Under the postulates the process X(t) follows Poisson distribution with

mean At., ie., Pn(t) is given by the Poisson law:

n! !

Pn(t) = Pr[X(t)=n] =

n=0,1,2,..

Proof:

Let ‘A’ be the number of occurrences of the event in a unit time.  Also let

Pn(t) = Pr[X(t)=n] be the probability of %’ number of occurrences in the interval
(0, 1).

Prl(t+4¢)] = Pr[(X(t+4y)=n] s

().
Consider P,,(t + At) for n > 0, the probability of #’ number of occurrences in the
interval (0, t+A4t):

The ‘n’ events in interval of duration ‘t+ At’ can happen in the following mutually
exclusive ways with their respective probabilities:
a) ‘n’eventsin (0, t) and no event in (t, t+4t) with the probability

P,(t + At) = B,(t).Py(At) = B, (t) (1 —A4t) + P,,_1(t).AAt +
0(4t).......... (2)
b) ‘n-1’eventsin (0, t) and 1 event in (t, t+4t) with the probability
P,_1(t+ A4t) = P,_1(t).P,(4t) = P,_.(t) (14t) + 0(4t)
c) ‘n-2’events in (0, t) and 2 events in (t, t+4t) with the probability
P,_,(t + At) = P,_,(t).P,(4t) < P,(4t)
and so on for P,,_5(t + At), Pp_4(t + At)...........
Consider the equation (2),
P,(t + At) = P,_,(t).AAt + B,(t) (1 — AAt) + 0(4¢)
= P,_,(t).AAt + P,(t) — P,(t).AAt [by neglecting O (4t) terms]

_ R+ Ajz — R _ A[Pp_1 () — Py(8)]

Taking limit, as At — 0, we get the differential equation as
Pi(t)= A[Pp_1(t) — P,(D)], n =1 ......oo..... (3)
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Consider the eqn.(2), B,(t + A4t) = B,(t) .Py(4t) = PB,(t) (1 —214t) + 0(4¢t)
For n=0, we get
Py(t + At) = Py(t) .Py(h) = Py(t) (1 —A4t) + 0(4t)

= 1 =—1.Py(t) + T
As At — 0, we get the second differential equation as
Py(t) =—A.Py(t) (4)
Initial condition: Suppose the process starts from scratch at time ‘0, so that
X(t) =0, ie,  Py(0)=1; P,(0)=0 forn#0. .cccoerrrrr... (5)

The differential equations (3) and (4) together with the initial conditions of the
equation (5) completely specify the system of differential equations. The solution of

the system of differential equations gives the probability distribution {Pn(t)} of X(t).

Let the solution of the differential equation (3) be

Pa(t) = (“) F@)) (6)
Differentiating egn.(5) w.r.to ¢’, we get
Pr(0) =2 ™ (D) + O] e, (7)

Substituting the equatlon (6) in (3), we can have,
Do @) % )”
B,(t)= 1 =D S — f(t)] ................. (8)
Since, LHSs of (7) & (8) are equal, their RHSs are also equal.

( )” et " At ()"

[n "L f(6) + thf ()] = ( 1),f( ot ]

n - o . Anen 1 An+1 n
=gt fO + ot SfH(O] = [(n_l)!-f(t) - f(t)]

ntn—l [ ntn—l +1 n
= =D SO+ — t SO = (n—l)!'f(t) - f(t)]
= — " f(O=| - f(t)
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= fiO=1[-2.f)

__f®
= =0
_ o _

70

Integrating on both sides we get
Logf(t)=—At+ ¢
= f(t) = e M. e€
= k.e M wherek =e¢ ., (9)

From equation (6),
"

Pn(t) == Tf(t) ..................... (10)
When n=0, Po(t) = 22 () = f(©)
When t=0, Py(0) = 2 £(0) = f(0) = k.e® =k .o (11)  [using (9)]

According to the initial conditions given in the equation (5), P,(0) =1.
Therefore, from the equation (11),
Py(0) = k =1.
Substituting the above result (k=1) in (9) and hence f(t) = e ~** in (10), we get
the solution of the system of differential equations as

(At)e~ At _ e . :
Pn(t) = —— Nn= 0,1, 2, .... which is the required Poisson process.

Mean and variance of the Poisson Process: E{X(t)} = At; Var{X(t)} = At.

Properties of Poisson Process:
1) Additive Property: Sum of two independent Poisson Processes is also a Poisson
Process. Let X;(t) & X,(t) be two Poisson Processes with parameters 4; & 4,
respectively. Then the process X(t) = Xi(t) + Xz(t) is also a Poisson Process with

parameter 1, + A4,.
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11) The probability difference of two independent Poisson Processes, X(t) = Xy(t) -
Xa(t) is given by

P[X()=n] = {i—l}n/z e~ Mt R [ (x) (26/21.4,), N=0,%1, %2, .
2

2+rn
@ ™

where I, (x) = Xro ) rmncD

iii) Decomposition of a Poisson Process: A random selection from a Poisson
Process yields a Poisson Process.

iv) By arandom selection, a Poisson Process {X(t); ¢ >0} of parameter ‘A’ is
decomposed into two independent Poisson Processes {Xi(t); t>0 } and
{Xa(t) ); t >0} with parameters Ap and (1 — Ap) respectively.

v) If X(t) is a Poisson Process and s < t, then

k n—k

Prixe =k/x© =nl= ()() (1 -3)

t
vi) If X(t) is a Poisson Process, then the auto-correlation between

1

X(t) and X(t+s) is (ﬁ)

3.4 Pure Birth Process

In the classical Poisson: process we assume (hat (he conditional probabilities are constant, Here, the
probability that & events oceur between £and £ i given that i events oceurred by epoch £ is given by

P = PeAN G h) =N () KING) - nf - Mieto(), k=1
olh), k22

[ <Mt olh), k=)

py () is independent of n-as well as 1. We can generalise the process by considering that A 15 nol
constant but is a function of 1 or £ or both; the resulting processes will still be Markovian in character,
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LW LY

LE|

Here we consider that A is a function of n, the population si7¢ at the instant. We assume e

" H]I=P:-{N{r+h:|—NE:}=k|N{:l=n}=l,.h+ﬂfhl k=1
=olh), kz2 __-L"-.:[ _
=|—?|.nfr+ﬂ|:fi}, k=0.

we shall have the following equatior

p, Lr+h)=p, ()1 A )+ Py [l]‘?l.“_lh+r}[h]', nzl.

Proceeding as before, we get .
an “"I = _".'I"unr'u l['r}-'-?"-ll-”?-'l'l h]' n2 1 S ll\l

po ) ==Aypy 1) - . L'ﬂ

For given initial conditions, explicit expressions for p, (f) can be obtained from the ahr?ve Eq?ahuni
We shall consider here only a particular case of interest, the case A, = nA and describe a situation
where this can happen. . L
While the above process is called pure birth process the process corresponding to Ay, = 1. is called
Yule-Furrv process.,

Yule-Furry Process

Consider a population whose members agndither physical or biological enritias.ISulppme that rlizzrs::t:;:
can give birth (by splitting or otherwise) to new members (who are exact replicas of rheT?] Eﬂf e
cannot die. We assume that in an interval of length i each ml:ﬁmbgr has a Fmbﬂl @ . + alh o ;: m:
hirth to a new member. Then, if n individuals are present at time 7, the probabil hmh“;;md -
hirth between 1 and ¢ + k is nky, + (k). If N (1) denotes the total number n.t"rﬁm vy epoc ﬂmu; £
_ Pr IN (1) = n), then by putting A, = nh in ~and (3) * we obiain the following equ

JE K

pole)==ndp, (t)+(n=DAp,_, (). a1 AL

kAL

pult)=0

I{ the initial conditions are given, explicit expressions for p, (f) can be obtained.
Suppuose that the inital condition is p,(0) = 1, p(0) = 0 for i # 1, i.e. the process 8

| {}. The solution can be obtained by the method of induction as

t:"'t['d “-l[h |I'I|||_"-

| fiollows:
one member al ume =
For = 1. we have

p:h]——-ﬁ.;ll{r]

whose solution s
p ) =cpe ™

1. we have oy = |, 50 that, prir) = ¢ *

pale)==2hp, G+ A, (1) J

and putting i) =
For n= 2. We have
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or Py (04 24, (1) Ap, (1) = ke M.

This linear equation has the integrating factor ¢’ and therefore

2A
¢ 'p_,(!)' j)u"w Ml/l ('M F (s

since P, (0) =0, we have ¢, = I
)
and I’;(I)»-(' 'M(c' i |) ¢ A'(l ¢ M).
Proceeding in this way it can be shown that
Qﬁc\ nl

p,(D=eM(1=e™) " n21.
Solving (3.11) and noting that p, (0) = 0, = «at
[)0 (,) =0.
The distribution is of the geometric form (see Exercise 1.2). Its p.g.[. is given by

o

P(s,t)= Z{e"}" (1= i |}.v"

n=|

se o

i I—s(l—e""’“)'

The mean of the process is given by
E{N(!)} =M,

Further, var{N (1)} = ¢* (M —1).
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3.5 Birth and Death Process

Lol Wh s consic _.ed a pure birth process, where

wl s wfEe

Pr {Number of births between f and 1 + h is k. given that the number of individuals
at epoch ris nj
is gi\"ﬂl] by

— ¢

Jlnhmf}zl k=1
plk,hin, t)=<0lh), kz2 (4.1)
‘_l—lnh+ﬂfﬁj. k=10.

The above holds for all n 2 0; A, may or may not be equal to zero. Here kisa nnﬂ-negati*se r:'nl'.ﬂgcr
which implies that there can only be an increase by k, i.e. only births are considered ppsslhle. ."u_nw we
suppose that there could also be a decrease by k, ie. death(s) is also considered possible. In this case

we shall further assume that -
Pr (Number of deaths between  and 1 + h is k, given that the number of individu_Js at epoch

tis n} is given by ( (

(u, +olh), k=1
gk, hin,t)=4o(h), k22 (42)
1-u, +olh), k=0

The above holds for n = k; further 1, = 0. With (4.1) and (4.2) we have. what is ]mm:m&sabr’rrh
mddmﬂ:pmress.mnughahh'lhthereismhmmsebymcandthmghadmh,mmmada:reas:
by one in the number of “individuals”. The probability of more mannnﬂhinhnrmm-erhannuem
i» an interval of length  is o (). Let N (f) denotes the total number of individuals at epoch  starting
fmmi={land1e1:p,,{t}:Pr{H{r}=n].Cnnsiderd]tintervalbtt!mﬂnﬂauda‘ji-fr;wﬂm;tls
split into two periods (0, 1) and [t, t + h]. The event [N(t + k) =n, n2 1}, (having probability p, (1 +
h)) can occur in a number of mutually exclusive ways.

These would include events involving more than one birth and/or mmthannnedeatd] Pi.‘i‘“'ﬂf.‘ﬂr
and 1 + h. By our assumption, the probability of such an event is o (h). There will remain four other
events to be considered: N

Aii(n—i+]) individuals by epoch 1, i birth and j death between rand t + b L. j=0. 1.

We have

Pr(Agy ) =, (D{1-2, 1+ o(m)} {1-p,h+o(h)}
=p, h‘]{l (%, +i.l";|h+ﬂ[h}};
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Pr{A)=p, (D[4, h+olh)1=p, b +olh)]
:F,,_qu_'_lhﬂ:{ﬁ};
Pr(Ay )= p,, (D{1-2_, h+ oW}, + 0 (R}

= po e, o+ olh):
and Pr{4, )= pnm{l_h +::lHleﬁ+n{HI' —
=olh).
Hence we have, form 2 | —U
p, r+h) = p, (1=, +0, )1} + p,cy (OR, ik py (O s ) 43
- h)
o BB 0k a0+
and taking limits, as i = 0, we have )
po(n) ==k, +p,)p, (4 h o (D 4pp () m2l (44)
For n=0, we hSe ¢
po(r+) = py (Df1=2gh+ ﬂ({h1}+ ?iﬂ{l—lﬂh +olh)} {u,h+olh)} (43)
= py () =Aghpy (1) 4y ()
o ”““+h}_ﬂ'm——luFu[!:""Il.F.m** olh)
h h
whence we pet
(1) ==y 1) 10, (1) (46
If at epoch ¢ = 0, there were ¢ (2 0) individuals, then the imtial condition is
p0)=0, n#i, pl0)=1, |

The equations (4.4) and (4.6) are the equations of the birth and death process. The birth and death
processes play an important wle in gueucing theory, They also have interesting applications m diver
other fields such as economics, biology, ecology, reliability theory ete,

Note: The result about existence of solutions of (4.4) amd (4.6) i stated below without prool.

For urhilrur:.r A, 2 0, 2, there ilways exists a solution oo A0 2 00 such that EJ". nsl If
W, are bounded, the solution is unigue and satislies Yp 0 = |1,
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Example 1 Suppose that customers arrive at a Bank according to a Poisson process with a mean

rate of @ per minute. Then the number of customers N (1) arriving in an interval of duration t minutes
follows Poisson distribution with mean at. If the rate of arrival is 3 per minute, then in an arrival of 2
minutes, the probability that the number of customers arriving is:

(i) exactly 4 1s

64
6 _om,
(ii) greater than 4 1s
w bk
ZE’ [6) _0,”41
k=5
(iff) less than 4 1s
3 6 (g\
y- 9 o1
o K

———

Example 2 A machine goes out of order whenever a component part fails. The failure of this par
18 in accordance with a Poisson process with mean rate of | per week.

Then the probability that two weeks have elapsed since the last failure is e = 0.135, being the
probability that in time = 2 weeks, the number of occurrences (or failures) is 0.
Suppose that there are 5 spare parts of the component in an inventory and that the next supply is
not due in 10 weeks. The probability that the machine will not be out of order in the next 10 weeks is
given by

5 -10 k
ZL@:(},{)@S,

k=0
being the probability that the number of failures in ¢ = 10 weeks will be less than or equal to 5.

**kkkhkk



