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EUX)- i(1-2) "(1-) 
29-3) 21-a- )(1-) 

-2-a(1-) 
e sample frequency distribution is: 

2 0 1 

f 27 38 10 

EA=(38+20)- -Ef*= zz (38 +40)= 
Equating the sample moments to theoretical moments, we get 

1-1- (1--1-- .* 

Substituting in (**), we get 2-N -N 
S1-)- a- Substitutingg in (**), we get 

17-6-4. Method of Least Squares. The principle of least squares is used to fit a 
curve of the form: y=ffz, ag, a,4) 
where a's are unknown parameters, to a set of n sample observations (7, y,); 
i=1,2, n from a bivariate population. It consists in minimising the sum of squares 

.(17-62) 

of residuals, viz., E y-fx, ag, a, ., G)2 ..(17-63) 

subject to variations in a, a1 

The normal equations for estimating ao, A1 ..., a, are given by: 

=0; i=1,2,, 
da; .. (17-64) 

Remarks. 1. In chapter 10, we have discussed in detail the method of least squares tor fitting linear regression, polynomial regression and the exponential family of curves reducible 
to linear regression. In chapter 11, we have discussed the method of fitting multiple linear 
regression (§ 11-12-1). 

2. If we are estimating flx, ag, a,, 4,) as a linear function of the parameters ao, 41 the r's being known given values, the least square estinators obtained as linear functions o y's will be MVU estimators. 

17-7. CONFIDENCE INTERVAL AND CONFIDENCE LIMITS 
Let x, (i =1,2,., n) be a random sample of n observations from a populat involving a single unknown parameter , (say). Let f(x, 0) be the probability funce of the parent distribution from which the sample is drawn and let us suppose thar distribution is continuous. Let t= t{t1, X . n), a function of the sample values De estimate of the population parameter 8, with the sampling distribution given st0). 

ion 

by 
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Having obtained the value of the statistic t fron a given sample, the problem is, 
"Can we make some reasonable probability statements about the unknown parameter 
in the population, from which the sample has been drawn?" This question is very 
well answered by the technique of Confidence interval due to Neyman and is obtained 

below 
We choose once for all some small value of a (5% or 1%) and then determine two 

constants say, ci and c2 such that: 

The quantities cj and cz, so determined, are known as the confidence limits or 
fiducial limits 

population parameteris expected to lie, is called the confidence interoal and (1-a) s 

called the confidence coefficient. 

PlC1 < 9< 2 I 1) = 1 - a .(17-65) 

and the interval [c1, C2] within which the unknown value of the 

Thus if we take a = 0-05 (or 0-01), we shall get 95% (or 99%) confidence limits. 

How to find e and ez? Let T and Tz be two statistics such that 

P(T0) a 
P(T2 <0) = 2 

1766) 

and 
.(1766a) 

where a and az are constants independent of 0. (1766) and (1766a) can be combined 

to give 

where a= a +a2 Statistics Ti and T2 defined in (1766) and (17-66a) may be taken as 

C1 and c2 defined in (17-65). 

For example, if we take a large sample from a normal population with mean and 

P(T <0<T) =1-a, ... (17-66b) 

Z= - N(0, 1) 
o/yn 

standard deviation o, then 

and P(-1-96 SZs1-96) = 0-95 CFrom Normal Probability Tables) 

P(-196s s196) = 0-95 P(-196susT+196 196)=095 
Vn 

o/Vn 

Thus Tt 1-96 are 95% confidence limits for the unknown parameter , the 

population mean and the interval 1-96 i+ 196is called the 95% 

confidence interval

P(-2-58 S Zs2:58) = 0-99 or P(-258si 25s) -0-99 

Also O/Vn 

P(-258sps ++ 258 099 

Hence 99% confidence limits for u are: It 2:58 and 
Vn 

99% confidence interval for u is (-2:58 + 258 

n 

Remarks 1. Usually o2 is not known and its unbiased estimate S? obtained from the 

samples, is used. However if n is smal, Z = s not N (0, 1) and in this case the confidence

S/Nn 

limits and confidence 
intervals for u are 

obtained by using Student's 'T distribution. 
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2. It can be seen that in many cases there exist more than one set of confidence inta 

with the same confidence coefficient. Then the problem arises as to which particular set ics 
r the regarded as better than the others in some useful sense and in such cases we look foe 

shortest of all the intervals. 

Example 17.46. Obtain 100 (1 a)% confidence intervals for the paramete 
(a) Oand (b) o*, of the normal distribution : 

ov2T 

Solution. Let X, (i = 1,2,.., n) be a random sample of size n from the density 

s (x-p fx;0,o) and let: = 2 X, 

(a) The statistic t=follows student's t-distribution with (n -1) degrees of 
S/v 

freedom. Hence 100(1- a)% confidence limits for 0 are given by: 

P(1tlsta) =1 -a P(IX-01sta=1-a 
Vn 

PX-ts0 sX+a=1-a 17-67) 
where t is the tabulated value of t for (n - 1) df. at significance level 'oa'. Hence the 

required confidence interval for 0 is: -
(6) Case (i) 0 is known and egual to u (say). 
Then 

If we define as the value of ? such that P(2>a)=2 p(X)dx? = a 
Xa where p(?) is the p.df. of y2-distribution with n d.f., then the required confidence interval is given by: 

P'1-/SRstand=1-a 14a/2) s'a/2=1-a 
NowS?a/2 C 

Xa/2 
and 1a/2) 

P Sos =1-a. 
al2 

Hence (**) gives 

X1-Ha/2) where 'a/n and 714a/2 are obtained from (") by using n df. Thus e.g., 95% confidence interval for o2 is P Ss IS=095 
X'o-025 

Case (ii). is unknown. In this case the statistic: 
Here also confidence interval for o is given by (***), where now X'a is the significant value of 2 [as defined in (")) for (n -1) d.f. at the significance level '. 



STATISTICAL INFERENCE-I (THEORY OF ESTIMATION) Example 17.47. Show that the largest observations L of a sample of n observations from 
a rectangular distribution with density function: 

17-49 

Ar, 0) ={90srse 

(0, otherwise 

has the distribution: dG(L) =n ,0Ls0 
Show that the distribution of V = L/0 is given by p.df.: h(v) = nv"-1,0SvS1 Hence deduce that the confidence limits for 6 corresponding to confidence coefficient a are L 

(1 a) 
L and 

Solution. Let X1, X2.., X, be a random sample of size n from the population (") and let L = max (X1, X2., Xn). The distribution of L is given by: 
dG(L) = n[F(L)}"-1. fL) dL, where F(,) is the distribution function of X given by: 

L 
FL) =r, e)dx = i. dot) =n 0sLse 

If we take V = L/0, the Jacobian of transformation is 0. Hence p.df. h() of V is: 

h(p) = nov- J= no1,0Svs1, 
which is independent of . 

To obtain the confidence limits for 0, with confidence coefficient a, let us define 
UaSuch that 

P(v<V<1) = a hv) dv = a *) 

n -1 do =a 1- va" Va(1-o)/...(**) 

From () and (***), P{(1-a)/n< V<1} = a P(1-an 1=a 

PLc 
Hence the required confidence limits for 6 are L and L/(1 - a)1/", 

Example 17-48. Given a random sample from a population with p.d.f 

fx, )- 0SxSe 

show that 100 (1 - a)% confidence interval for 0 is given by R and R/y, where yis given by 

yn-1 n-(n -1)y/ = a, and R is the sample range. 

L 0sx, s0 

Solution. The joint p.df. of x1, X2, X is given by: 

If ra, x2)y . Xn) is the ordered sample then the joint p.df. of x) and za) is 

1n-2 
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To obtain the distribution of the sample range R, let us make the transformas: 

of variables 
ation 

U Xn)Rs0-R. 
R= X-X) and v = X(1) 

nes:The Jacobian of transformation is lJl = 1 and the joint p.df. of R and V become 

h (R, v)= =DRn-2,0<v<0-R 
0" 

The marginal density of R is given by : 

n(m-1) R (6-K) 0SRS0 h(R)= =), R2d 
" 

The p.df. h2(,) of U = R/0 is 

dR|_n(n-1) R (-RJ 0=n(n -1)u-2 (1 -u), 0SuS1 

100 (1-a)% confidence interval for is given by: P(y sUs1)=1 -a 

vhere y is obtained from the equation hacuydu=a 

nn-1)u-(1-1ujdu = « m-(n-1) -)|-a 
vn-(-1)v) = a ) 

From ("), we get 

P(v1=1-a P(Rses)-1-a 
Hence the required limits for 0 are given by R and R/v where y is given by (*). Example 17-49. Given one observation from a population with p.df.: 

fx,0)(0-x), 0sxse, 
obtain 100 (1- a)% confidence interval for . 

Solution. The density of u = x/0 is given by: 
st)=ft, )d 0-)0= 2(1 - u), 0<uS1 

To obtain 100 (1 a)% confidence interval for 0, we choose two quantities 41 and 42 6uch that Pu Su Su,) = 1-a 
and Plu u) P(u> uz) = a ...() 

P(u <)= 2(1-1) du = u-241+ = 0 (") 

ard P(u> uga » 2(1-w) du = u-24+(1--0") 
Pssu-1-a P(s l-a 

u2 ) 

From (), we get 

Hence the required interval for is where u and u2 are given by ( and (**) respectively. 
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17-7-1. Confidence Intervals for Large Samples. It has been proved that under certain regularity conditions, the first derivative of the logarithm of the likelihood 

function w.r.to parameter 6 viz.,log L, is asymptotically normal with mean zero and 

variance given by: Var(1og - E(log -E(g 
logL 

Hence for large n, Z - N (0, 1) ..(17-68) 

Varng ) 
The result enables us to obtain confidence interval for the parameter 9 in large 

samples. Thus for large samples, the confidence interval for with confidence 
coefficient (1-a) is obtained by converting the inequalities in 

P(IZIS ) = 1-ax ..(17-69) 

where A is given by 2- exp-/2) du =1-a . 1769(a)] 

Example 17-50. Obtain 100 (1 - a)% confidence limits (for large samples) for the 

parameter Aof the Poisson distribution: 

x,) =: iX=0, 1, 2,.. 

Solution. We have

i= 1 

Var( log -E(o E()-EF)- E(T)= A 

-=v (n/) (T-2) - N(O,1) 

n/ 
[Using (1768] Z 

Hence 100 (1 - a)% confidence interval for A is given by (for large samples) 

P{lVn/)(7-3)l sa,}=1 -a 
Hence the required limits for A are the roots of the equation: 

n(-)-3. =0 Vn/a -) = u 

(a7(a.-= 
.() -a(2 +++*-0 

For example, 95% confidence interval for A is given by taking Au = 196 in ("), thus 

giving: 

A=27384) (3*,3) = t196Vi/n, to the order n-1/2 
dF(x) = 0 e-®;0 <x <oo, 

Example 17:51. Show that for the distribution: 

central confidence linmits for large samples wvith 95% confidence coefficient are given bu 
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17-52 

0-(1)/ 
L =0" exp(-0 2 x Solution. Here i=1 

log Ln log 0-0Xx) --X=n- 
and 62 02 logL=- 11 Var(log 1)-Eog 1)= 

Hence, for large samples, using (17-68), we have 

N(0, 1) Vn (1-07)- N(0, 1) Z 
n/e2 

Hence 95% confidence limits for 6 are given by: 

P[-196 SVn (1-07) S 196] = 0.95 

..(*") n (1-7) s 196 (1)se 
-1965V (1-67) s(1+) ) and 

Nn 

Hence, from ("), (*) and (***), the central 95% confidernce limits for 0 are given by: 
-(1+19 

CHAPTER cONCEPTS QUIZ 
1. Comment on the following statements 

() In the case of Poisson distribution with parameter A, x is sufficient for A. 
(i) If (X, Xy. X,) be a sample of independent observation from the uniform distribution on (0, 6 + 1), then the maximum likelihood estimator of 8 is unique.(ii) A maximum likelihood estimator is always unbiased. 
(iv) Unbiased estimator is necessarily consistent 
(v) A consistent estimator is also unbiased. 

(vi) An unbiased estimator whose variance tends to zero as the sample size increases is consistent. 

(vit) Ift is a sufficient statistic for 0 then ft) is a sufficient statistic for fe). (viii) If t and t are two independent estimators of e, then t + t, is less efficient than both t and tz 
(ix) If Tis consistent estimator of a parameter 6, then aT + b is a consistent estimator of a0+ b, where a and b are constants. 
(x) Ifx is the number of successes in n independent trials with a constant probability p of sucess in each trial, then x/n is a consistent estimator of p. 
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