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g Regression and Analysis of Variance

atistical method developed by

as of n:z.:::._:.__ data. Initially it was applied 1o the
ments (use of vari {ertihisers, various seeds),

ded to many other ficlds of scientific research.

2 vanance we can break down the total variance
i nve components which may be attributed to various,
, . ‘causes’ or ‘sources’ ol variation of the

of 3 vanabic i
N7 \ors These factors are the
<l | The method, when applied to experimental data,

i alvased )
jeagn of the experiment, which determines the number of
ation and the logical significance of each

causes) of vari
¢ assume that we have twenty plots of land on which

. and we want to study the yield per unit of land. We use
ceds. different fertilisers and different systems of irrigation. Thus the

¢)ds may logcally be attributed to the three factors:

« (ANOVA)1s a st

L1 I
X, = type of seed
X, = type of fertiliser
X, = type of irrigation

¢ we may break down the 1otal variation

method of analysis of vananc
another due

three separate components: a component due to X,

. and a third due 1o Xy .
From the definton of the analysis of variance it should be clear that this
: nceptually the same as regression mnm?m_“\_ﬁ regression analysis
mine the factors which cause the variation of the
¢ s2w that the totzl variation in the dependent variable
t¢. the variztion explained by the regression line (or
e unexplained variation, shown by the scatter of
P et s i i line. Furthermore, the multiple correlation
iRefaiins .‘,.:__.‘r : w..,?._‘. sent _M_n n_cnw:_ca of total variation mx_u_m_ﬁm.n_ by
ne (or regression plane). R? was found to be equal to additive
rresponding to a relevant explanatory vanable. However,
erences between the two methods. The main difference
provides numerical values for the influence of the
\ ::ﬁa _m”_ngmﬂm.:acm,ﬁ.__an:ﬁ variable, in m‘a&c.oz to :._o
ompanents, ,.;___r.. the mp_m_m,.:,;s_ﬂ o .::w o ...m:m:nn i ¥ i
ysis of variance provides only the latter
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Both the analysis of variance and regression analysis have as their objectiv
determination of the various factors which cause variations of the a_a n“_n” t
ple. This resemblance has led to the combination of the two _:a:_o%m in o
jentific fields. In particular, the method of analysis of variance is used

on analysis for conducting various tests of m_m.z__y_nm nce, the most

the
varia
most 5¢
in regress!

important being:.
(1) The test ol the overall significance of the regression.

(2) The tes! of the significance of the improvement in fit obtained by the
introduction of additional explanatory variables in the function. This test is
formally equivalent to the ¢ test developed in Chapter 5.

(3) The test of the equality of coefficients obtained from different samples.

(4) The test of the extra-sample performance of a regression, or test of the
stability of the regression coefficients.

(5) The test of restrictions imposed on coefficients of a function.

[n this chapter we shall examine the use of analysis of variance ideas in
ing out the above tests. In order to understand them

regression analysis for carryl
it is necessary to begin with a short description of the method of analysis of

variance, as a statistical method in its own right.

g 1. THE METHOD OF ANALYSIS OF VARIANCE AS A STATISTICAL

METHOD

The aim of this method is to split t
its mean) inta components which may be attrib
To simplify the analysis we will assume that there is only one systematic factor
which influences the variable being studied. Any variation not accounted for by
this (explanatory) factor is assumed to be random (or chance) variation, due to
various random happenings. We have a series of values of a variable Y and the
corresponding values of the (explanatory) variable X. The analysis of variance
method concentrates on the values of ¥ and studies their variation. The values
of X are used only for dividing the values of Y into sub-groups, sub-samples;
for example one group (or sample) corresponding to large values of X and one
group (or sample) corresponding tc small values of X.

For each sub-sample we estimate the mean-value of Y, obtaining a set of
means. If X (which is the basis of the classification of the Y'sinto the sub-
samples) is an important cause of variation in Y (an important explanatory
variable) the difference between the means of the sub-samples will be large:
this would be shown by a large dispersion of the means of sub-samples };'s
around the common mean Y, that is, by a large variance of the &.23&5__5:
of the means. On the contrary, if X'1s notan important source of variation of
Y, the difference between the means of the sub-samples will be small, 2 fact
that would be reflected in a small variance of the distiibution of sampling

means (Y;) around the common mean ¥i .
(a) The importance of X as a cause of variation (in ¥) is judged from the

difference between the means of sub-samples (¥7s). formed on the basis of

the values of X.

he total variation of a variable (around
uted to specific (additive) causes.
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Correlation THEOTY: The Simple Linear Reg i Modl
= |
P petween (he means is reflected in the value of the variance
lifference beiwe .
“the sample means. | |
y of the san m.: (he means may be studied ._HE_ _o,ﬂna .
?q_.«rw_.__:,n of ¥ One estimate of 05, is obtained by
Aarl . . .
f the sub-samples and the other is obtained from (he
ditr i I i &% "y -
 the sampling distribution (the distribution of ¥). Whatever the
i | e : - P | - P .
o :u.. _:m: data being studied, the me thod of analysis of vanance
1adt 3 i £ . . ¢ i : e ,. |
relat E., _f._n.nu.:::_:c: of two variances, and the 83_”.5.;0: D.— Erx. <m?.:rnm
order <h whether the difference between them is statistically signifi-

in ._aq!_ ,__.H___:”ﬂ._.i: i< due to chance, in which case we conclude that there is no
n%_ﬂa_m...ﬁﬁ_% be tween the 5:»:%.2::.5.8@ —
The comparison of any (wo variances is _Ev_mq:mu_o.g vw the .ﬁ.w:_:m:n and
the F tables (reproduced on pp- mmul&. The F’ statistic is the ratio of any two _
m.z.%_ma:%_“_‘ estimates of variances, which have been obtained from sample data.
Fach estimate involves some loss of degrees of freedom. If we have any two
independent variance estumates obtained s..i—_ ” and v, degrees of freedom
x%,_,:,_i,..., their ratio has the ﬁaa_:ccmo: with v, m:a‘f degrees of freedom.,
For this reason £ is called the variance ratio. (See Appendix 1.) The letter £
stands for the name of Fisher who invented this statistic.

If the two variance estimates are close to each other their ratio will
approach the value of one, The greater the discrepancy (difference) between the
two variances the greater is the value of the F ratio. Thus, in general, high values
of Fsuggest that the difference between the two variances is significant, or the
rejection of the null hypothesis, which assumes no significant difference
betwean the two variances.

We will illustrate the method of analysis of variance with an example,

) The ¢
of the ;;_:_E::.“
Hence the difference :
estimates of the population ¥
g the variances ©

Iea

Test of the difference between means

mm._,cﬁ&a three different types of petrol are used far running a car: type A
H”,,,mrn.w_ﬁm omaﬂu, type B rated at 95 octane and type C at 100 octane. We
— .#m% ,ﬁﬁéw,,.._:ﬁw different types of petral give the same consumption
s o.m_ v ._wmmﬂ to n,oaﬁm:m theconsumption performance of the
e .;ﬂ "0l suppose that we use each brand for ten days and we

e per gallon of petrol. Thus we obtain three samples of size 10
servations, shown in table 8.1, report miles per gallon of

for each brand, The oh
petrol.

The above data i

A men _m% h_ww_ wmsxwwa_& & three random samples of size

of petrol. Our ?D_Ea:._ w_n mMﬁm_Sw_a.‘ wm,rum e = P
s s L0 establish i

Eaﬂw hw M_ﬁ_mé:nmi ﬂ whether i amw,ﬂmmm_wm_uﬂﬁm_wﬂﬂ nce cﬁinnnlﬁa%

Ml assum . : chance.

me thal the samples are drawn from three populations which

have ;
n(ora :
PProximately normal} with means y1, . u, and

' 4 normal distribytig
3 respectively and wi
) ith equal Standard deviation g This assumption impli
. ion implies

"See Appendiy 1.
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yel - £y 1o°
s A% ' Table 8.1
Sample | Sampte 2 | Sample 1 Tertal
Brand A Brand 1 Brand C abservations
n, =10 n, =10 n, =10 N<n +n,vn,
32 35 44 12
30 38 46 30
35 37 47 35
33 40 47 33
35 41 46 35
34 35 43 34
29 37 47 29
32 4] 45 32
36 36 48 a6
34 40 47 34
35
38
17
40
41
35
37
41
36
490
44
46
47
47 -
46
43
47
45
48
47
LYy =330 TV = 380 E¥a; = 460 Z T, = 1170
I I
wy  F ¥ - ; . 7
Y, = :ui& Eum_@n& ﬂmumﬁ_u& ﬂumms{wc
1 nyg L N
n e n
Mm_ (V= 1y)* W (Ya; =Y 2 (Y- Vo)
-W.u = = M.nw = : 3 .w.uu = 1
_ ny ny n3
- 46 =30 2
10 10 10
52 = 4.6 5= $2=22

that although the different octane content of the three brands of petrol may
affect the average consumption of petrol, it would not affect the dispersion
(variance) of the mileages around the means. In other words, if we take a large
number of observations for each brand of petrol, the three distributions which
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"
- | curves having the same standand
six any signiticant difterence

Wo want 1o test the null

v

N | he vlowe !
L wonly . aw whether thers

we wounld ge
lu
ypulations, e, He Ll

deviation o We want (o s
between the meats ot thet ji
hy pothesis

k_m_—. Ay Lt lt‘_

against the alterpative pothests
. H, gy oot all equal.

7] el ' SO

Y ~Nu, o)

nd the three samples may be considered us samples drawn from this one
anu ¢ 8 $ i

= 4 I H N
he basic sampling theorems” we may write the following

Apply 4
distributions for the sample means Yy, Y,, Y5
2
a
= 3 Kl L I
¥, ~ N, Quls.v N h...:
o2
. . o?
u\u?é?.amv Et.an
[ 2
Y 2 sy 2
w.m -?w?. lexuv zAt. _‘um

We said that under the null hypathesis (1, =g, = uy ) we m ay consider the
three populations ag forming a large population

Y~N(u, o?)

An estimate of he common mean g may bhe computed from the enlarged
sample ny +ny 4 py = = 30. From the data of table 8.1 we obtain

kn

a2l w%mk 1170 =

Ui = ag = F
N N 30

1 e .
See Appendix | If a variable ¥ js normally distributed, that is

\M\?.}\?. an

then the . i ; g
n the sample means in Tepeating sampling wil also have a normal distribution

v H

\_n.h. J..g_c.ﬁ.r Q»Mv ~N K, Ma

n
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ol the popul;

A extim ce ot may be obtatned in two ways
Fursele: An unbiased extimator ot the population variance may be obtained
trom the expression

-
(T - ¥y
_ — (8.1)

A1

where & is the number of samples,

Froof, This expression s derived from the relationship between the population variance o*
and the vatiance of the sumpling distribution:

Aswu__ nnﬂ or n.nu.&_:u

In our example we have three samples and from each one of them we may obtain a
separate estimate of o?:
ol
ol =n, .0 n (¥, -
2
G =n,. 05 =n,(V, - V)

oy=n,.q =n,(¥, - V)

-
I

Tl

where ¥ is the common (pooled) mean.
Taking the weighted average of these estimates we obtain

51=1 W:.nﬂniju
Rl ALY

For an unbiased estimate we use the degrees of freedom 3-1=2,0rin general k — 1, if
we have k samples. Thus the first estimate of the population variance becomes

&k
. L.W n; (Y- ¥)?
T
It should be clear that this estimate of the population variance is obtained
from the differences between the sample means CIS and the common population
mean (Y). Recall that the sample means are unbiased estimates of the means
My M3, 3. The null hypothesis was My =Hz =p5 = p. Hence if this hypothesis
should be true, the sample means Y., ¥a, ¥, should not differ significantly
from each other and also from the overall mean ¥. This implies that if the
null hypothesis is not true, we should expect that the sample means, ¥,, 7,, ¥,
should also differ considerably from each other and from the common (pooled)
mean Y: the difference between these means would be larger than what may be
attributed to chance. This in turn implies that the estimate 52 of the population
variance will be large if the null hypothesis is not true. because 5° was computed
from the differences (Y; = ¥)2. Thus the estimate 62 js the crucial element of
the test of difference between means of various samples. From the way it is
estimated it reflects the variation between the sample means and it is called
‘varigtion between’.
To conduct our test it suffices to compare this estimate with the true



-,
L & ey

& e

§

R

=‘I'"-i- ] v e

= G-

Theory. THE Simple Linear Regression Mode|
ywrelation Theor,
N f the divergence
¢ the null hy pothesis if the ¢ i

o? and repe ; example, as in most actual

[t 1ION Varnande « .10 ou ;
”2....2,., 8% and o? s larpe However. | snown, and we have to obtain
) . the true @
q..iT‘:ﬁ..... { the real we 2 TI,.: ik r.l._-_awn‘ data. A i
another indepen bl he population vartance o° may be obtaine
. ! d
Secondh A S mous sample vanances. The appropriate formula is

2 ; shar 1he YRIROUS i

by pouling togethe 3
P -~ . (8.2)
ey T

s

4 Statisti
. nd n, the sample sizes . (See Yamane, § cs.
re 5 are the sample vanances anC 5,
'_Jx..ﬂ L are i
p SOd ) Note that "
P gy TR :
(Y, Y uﬂn:.luuﬂw

w5 =R "

(8.3)

‘e
Tha o o5 * magi » « =, 5; oves the total sum of squared deviations of all
¢ ampies and the ‘povled-varance’ expression can be considered as an operation
combensng 2 *pies mio one large sample and estimating the population
anance Subs t @ &0 we obtain
= — I..m . -_— " = 37 22
s(h,-h)e v:u..\vuv.+i.+w..pv!.iux~
e :
N—k :
where N=n, *n, ¢ * =y Using the double summation notation (see
PPEBSN L p 519 we hawe
= SUGR——
,. =X (¥;-¥)»
e 8.4)
Nk (
» the inance is obtained from the sample variances
: o Tl <1 sample. The sample variances do not
A5 7 v e they are not affected by differences between the
; "1 1 IR Other words even if the means are significantly
o ) - - WO WL Nave thee .ﬂ...."th..D.,.zmv. each :hﬂ_.:mu :m own
i a2 ..l . a .'u.......... Populations would have -.G.. um.mch—_m:mo:v
, ! s WOuid be an unbiased estimate of the
and 5 calied w3tk parsap . - ;/ © 1% sample values (Y's of each sample),
ch ample 2re TR - \NOW note that the vanation of the values of Y,

- HANCE vanations 5o thar b = & )
30 (hat the estimate 2 may be considered

-~

Regression and Analysis of Varignce -
as a measure of the variation in the values of ¥y's which may be attributed to
chance.

We now have two unbiased ¢stimates of the population variance 0? ;

Estimate (1) reflects the variation between the sarmple means, and depends
on the validity of the null hypothesis.

Estimate (2) reflects the varigrion of Y{'s within the samples, and is

independent of the null hypothesis.
It can be shown' that the two estimates are independent, so that their ratio
has an /" distribution with », = & — | and vy =N — K degrees of freedom:

q.m ni (Y, -7 \_A» =1}
F=1

F*=
. w2l /
£ 20 v
where:  n; = size of the jth sample
&
N = .H_ n; = size of the ‘pooled’ (enlarged) sample
<

k = number of samples.

The variance ratio may be shown schematically as

F*= estimated variance from ‘between’-the-means variation
estimated variance from ‘within'-the-samples variation

When the means (Hy.my.u3)are not equal the estimated vanance from the
‘between’-the-means differences will be large and hence the variance ratio F*
will become large. If the null hypothesis is true the observed variance ratio
will approximate the value of one: the observed difference in the means
.. ¥, ¥l in this case is nor significant and may well be attributed to chance:
thus the estimate appearing in the numerator of £* will be really estimating the
same unknown population variance as the denominator is also esumating.

The observed £ variance ratio is compared with the theoretical value of F
(with a chosen level of significance. ¢.2. the 3 per cent level), which is found from
the F-table (pp. 663-4) with », = (k — D and v; = (N - k) degrees of freedom.
The theoretical (or cniucal) value of Fis the value of F that defines the critical
region of the test at the chosen level of significance.

IEF* > F we reject the null hypothesis. i.e. we accept that the difference
between the means is significant. From this evidence we may infer that the
populations, from which the samples are drawn. do differ.

If F* < F we accept the null hypothesis. i.e. we accept that the sample means
are not significantly different. In this event we may say that the sample data
provide evidence that there is no significant difference between the means of the

populations from which the samples are drawn.

*See G. Yule and M. Kendall, An Introduction to the Theory of Statistics, 14th edition,
New York, Hefner, 1950, p. 507.
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o £ ing results:
In our example we have the follow H:_..,
_._ ) The petween’ yanance estimate 18
. -
Sa(F-¥P
{2) The ‘within’ vanance estimate is
AN -
T -
fz_ 11—
¢ N-k
10 - 10 = .2 10 —_—
TUTRAE Lo NS L
1
, 30-3
46+50+22 118
=
(3) The observed variance ratio is
-
g _ 430
m.. == = I|.|JJ = OM.MO ~ ﬂm.h..
& 437
(4) The theoretical value of F at the 5 per cent level of significance with
,=k=172andw, = N =k = 27 degrees of freedom is found from the
pp. 663—4)
Fo.g5 =337

Since F* > F e 5 ;
Since F* > F gg we reject the null hypothesis, that is, we accept that
ficant difference in the average mileage obtained from the three

nce metho & mav : : ) §
d. We may obtain a third estimate of the population

..».....,.}r,;..; the enlarged s
The unbiased estimate will ?w., Bt SRS e TR S

n.

W_nw\fuﬂau A_rd.‘...g 3

. g ! - T

nan
e N-1 '

- [N
whee -] = -
=1 =degrees o

f freedom fo e .
" the estimate *¢? | If we take the numerators
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of the three estimates of the population variance ("o, 9, mJ. we may establish

the following relationship between these terms:

E Y Ty = - + £ ¥ 4Ty
S = § —_ + p—
PR i ) Fouli=Y) PAPRS T )
that is
Total sum of _ [Sum of squares | | Sum of squares
squared deviations belween groups within groups
or
Total variation _ | Between i Within
inY variation variation

Proof: We start from the term on the left-hand side and we form the identity
K- =-N+ Y-

or
Y- =Y=-H+H-7

Squaring both sides, we have
(Y= PP = (Y= Tp* + (B = T + 2Y5 - ;=T

Summing over all values, we find

k , | | | ..-l.|
m_ mw&“} E) = wwu (Yi—-Y)P+ w._h Hmusu; mm:m? s:si_s
The last term of this expression is equal to zero, since

2ETOH-HE-T=2Z (=) Z-Fpl

and given that Z(Y;; - N.v =0, because it is the sum of the deviations within each group
I
(sample).
Therefore
n

x " =
2 (v P
J 1

Total = Within

i ﬂv.

o]

n;(

L

w&?mu:

+ Between

]
—r

This expression shows how the total sum of squared deviations in Y (in all

the groups taken together) is partitioned into two parts: one part of the total
variation of Y is due to the difference between the means (octane ratings of
the three types of petrol in our example) and the other part is due to chance

(for example rain, mood of the driver of the car, etc.). Note that this partition-

ing of the total variation into additive components holds irrespective of
whether the null hypothesis (i) = = 43) holds or not. In our example the
total variation in Y's around the common mean (Y = 39)is

(Y;—Y)? =978

L'“MGJ
_ME



B NVl e NP A My

s Nl s .........;. \ AL —I.
b :
W
\ T 5 e e i vaniames patind fe il B abindbing e 1w e an
M U, BT 1 AT SRR AT A B e B ey o b e Aialy e o Varkanee Valile
ﬁ \ LY K b U e R Al ey ....__L_. e Nivaly abe AN Aty babbe froam sl v iy fally |2
A
e AWAVRTR KU OF T Laliie 1A
W1 \ % | |
5 ﬂ »' 3 (R} N\riy® 1 # Nyitht 1o 4 | T .
AWM _ AR W [ ra— !
]
L Yoy oek - X o VAR | | _ | '
: nay A
A\ y . ;
Poral - Reineen Witliin Hetwren i R | y A ’ ! Al
. ? bt e e vetaiattom ot the |
At f, P pYERAARNE 1 T AL AR Y ! LW 1 LUSE TS ¥ f.w RV
_ 0 v freher entailidy 4 velanianship Beiwees the degrees b Reedon by ] Piial VIR W)= e [ Vv 2 Vabe
e e exiimatenat e Papiiatinng vaviaine " Kyoe = ¥ 41
i he o Cat Geedom fon e overall variame *o” w1 with v, =2
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,_ } Ihe ol freedom for the estimate based on e hetween (he ﬁ \ | e
(o Ne Argives 99
1 ad) ditterenee ._..,Jrﬁ H ] ¥ fhan T " T g ¢ o : A v &t ] 3
mesntl v \ ' Nore Phe above disenssion i a dogpte introduciion to ANOV A This te hndgue has
sl L] < o 3
() The degrees of freedom fon the estimali based on the “within C_:. Been extemded to examples imvolving fivo-way vlassifieation of variabiles and 18 other
groups) vanation, 4 s N =k

muore vomples experimental designs, The interested yeader v relered 1o Y amane, Sraficfies,

i a detailed freatiment of the ANOVA
1t 1x eaxy 10 sée that

(N-1)=(N=-k)+ (k-1)
Total  Within  Belween 8.2. REGRESSION ANALYSIS AND ANALYSIS OF VARIANCE

(Fora proof of this result see Yamane, Statistics, p. 677.) . To illustrate the similarities between regression analysis and the analysis of

With the above information on the partitioning of the total sum of squares g variance method we will work out the above example with the method of least
{total variation in ¥) and the various degrees of freedom we may form the squares regression and we will subsequently compare the results,
Analysis of Variance Table {table 8.2). N Let us quantify the octane-rating of the three brands of petrol, by treating
their octane rating as a variable rather than as a qualitative attribute. Assume

‘ Table 8.2. Analysis of variance table : that Brand A is rated at 90 octane per gallon, Brand B at 95 octane and Brand C
__.P,_,....._Eﬁ. of Sum of Degrees of M v k at 100 octane, We thus cgm,: a wﬁEEn of 30 o.cwojazc:m on mileage per

variation squares freedom tquare gallon and the octane rating, which are shown in table 8 4.

m 3| @=2) Q) -
— Using the data of table 8 4 we obtain the regression
(Y- Yy Za(Y;- Yk -1 8 A
s w._:u;ﬁu v, = (k= 1) Al Bl L W A LS 120
. J k-1 LI YN - k)
__ i P where Y = mileage per gallon
H:zi:o. mm:\.}.ﬁ, ) WMMC\:J ¥j)? ; X, = octane rating.
, mples F n Fl YV =N - k) . . 2 1 )
‘ _ N-k To appraise these findings we need to find the correlation coefficient Ry

ITotal | xn _ T : and the standard errors of the parameters, B
baration | ZX(Gi=F¢ | (voy 1..~w3|3w¢_9__i=__ (a) From the regression results we obtain the estimate §%:
i ' 1 _ . 2
Note: k is the number of sampleg, el b 6= S =4.75

U p-K 30-2
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. Mileage ﬁ
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vollon

1 12

1) _
35 _
13 _
15 ,

B o

n

(b) The vanance of p, 18

. ~
From the vanance of b,

d the r statistic

56,y =V0.0095 ~ 0-097

"=

A

1
5,)

Table 8.4 ~ S—
[ _ u
Octane ﬁw ¥, ,_ﬁ l_ YiXai Vi u
rating | Y, w.“___._ Y, )
:‘ | SR T —
EEREE 4 25
90 9 | 5 45 81 25
90 | S 20 16 25
20 4 _ p 30 36 25
90 w __ 5 20 16 25
90 > _” 5 N.m Nm NM
90 o 5 50 100 25
20 _ ‘ -5 35 49 25
“ =y & =3 15 ? 25
, P 5 25 25 23
4 0 0 16 0
L =5 ‘ 0 0 1 0
| 0 0 4 0
3 0 0 4 0
4 7 0 0 16 0
| <2 0 0 4 0
. ) ‘ 0 0 4 0
3 | 0 0 9 0
| | 0 0 1 0
[ s 5 25 25 25
, 7 ‘ s 35 49 25
8 5 40 64 25
| 8 5 40 64 25
| 7 5 35 49 25
| B 5 20 16 25
| 8 5 40 64 25
_ 6 5 30 36 25
|9 5 45 81 25
[ 8 S 40 64 25
|
| Zyixy;=650 [ Zy}=978 F Zxi; = 500
2i-= 1 |
var(b, ) = o, .ﬁMq =4.75 350 =0.0095

We may compute its standard error

(¢) The correlation coefficient for the regression is

2

In summary the results of the regression are
A

Y=-845+ 130 x,
(0-097)
Iy*=978  I}?=845  zet=-133
We established in Chapter S that the total variation Zy? is split into two

additive components, one component is the variation in ¥ explained by the
regressor Xy, and the other is the unexplained variation:

r’ =0-864

zy* = Ip? + Ze?
In our example 978 = 845 + 133
Total _ |Explained + | Unexplained
variation by X, variation

This suggests that we can compile an analysis of variance table for the above
regression, and use the £* ratio to judge the overall significance of the results.

Table 8.5. Analysis of Variance Table for the Regression

Source of Sum of Degrees of MSE e
variation Squares freedom  |Mean Square Error
X, TP = 845 K-1=1 .mn__m”m&
Residual T =193 Nek=28 33_,44 84S <178
28 4.75
W.O.Om = .&MO

Total 2y* =978 N-1=29 withy, = |

. | _ v, =28

The observed F* ratio is compared with the theoretical F value with
vi=K=1=1landv,=N-K=28 degrees of freedom (at the 95 per cent
level of significance). From the F-Tables we find Fo.05 =4-20. Given that
F* > Fy.05 We reject the null hypothesis and we accept that the regression is
significant, that is X, is a significant explanatory factor of the variation in Y.

m.u.\nogwbw_moz OF REGRESSION ANALYSIS AND ANALYSIS OF

. VARIANCE

Comparing the results of regression analysis with the results of the analysis
of variance method we may draw the following conclusions.

Firstly. In both methods the total variation in Y is split into two additive
components: _
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ey o Residual)
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L (Y v...w._;_ EEy :
Total «  PBetween t  Within
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1 | vanation s the same in both methods. In regresston analysis the
e total varnain k i 103 i .
e ___ uped 10 sub-groups ot sub-samples. In the analysis of variance
W 2re L+

K £ Y, are grouped into sub-samples according to the values
L 1} -

data a

the values
of the X, v 1.4

The “explaned ¥ 1ess! -
means’ vanation of the analysis of variance .:p..:.:,-. 3 ,

The unexpluned or residual vanation of regression analysis corresponds to
the “withi vanation’ of the analysis of variance approach. .

Secondiv The test performed in the method of analysis of variance concerns
the equality between means of sub-groups or sub-samples of an enlarged

population. That is, the null hypothesis being tested is

wiation” of regresston analysis corresponds to the ‘between

Ho:py=pz=...=H
and the alternative hypothesis is
H,: w; not all equal \

The test performed in regression analysis is a test concerning the overall
explanatory power of the regression as measured by R?. The F* ratio is a test
of significance of R*  since (as we will presently show) :

e ZPUK=1) Ry JK-1)
Ze'(N=K) (1-RZ, JIN-K)
1. o . :
If R* is found statistically not significant, this implies that there is no linear

R_M_:::ME_@ between ¥ and X, that is, the true b’s are zero: the null and
alternative hypotheses in regression analysis are

NMGU &_HD_
j._ .m.u”.w_..mo

* Thirdly. In both methods we 0

We may compute F ratios and uge (h
aim of the study.

em for testing hypotheses related to the

btain an analysis of variance table, from which

Regrovvion wd Fevdvwin oof Vordeinio e 133

Fowrthlv 1 can he proeved Chad Ton iabividoal vogrosston coelticients the
Ak d tosts ave ovmally equivalent, the telatiomsliip hetween them being

el ¥ = f(X)

ool We will puove this velationshig fon the sk
(a) Given

T Y

etV K)

(b) In the shiple mdel which containg only one explanatory varjable (K -~ 1) = |

(0} Weo have established (In Chapter ) that

‘._n.m_.,

ﬁ,l

Squaring through and summing aver all observations we lind
Ip =5 Ly?

(d) Substituting in the ¥ ratio
I ~ bhize

TAN-K) Ze/N-K)

f'=

(&) We found (in Chapter 5) that

But

! 1
&:J\éa_,"%.hmm .\3 T

Substituting in ¢ and squaring we find

e o __biZx i
[Ze?/V - K1 (1/2x?) Ze¥/(N -K)

Fifthly. Regression analysis is a more powerful method than the analysis of
variance method when studying economic relationships from market data which
are not experimental. Regression analysis gives all the information which we may
obtain from the method of analysis of variance, but furthermore it provides
numerical estimates for the influence of each explanatory <w1uw_n\?n analysis
of variance approach shows only the addition to the explanation of total
variation which one obtains by the introduction of an additional variable in the
relationship. This is only part of the information provided by regression analysis
as we will presently see.

It is often argued that the analysis of variance method is more appropriate
for the study of the influence of qualitative factors on a certain variable.! This is
so, the argument runs, because qualitative variables (for example profession, sex,
religion) do not have numerical values, and hence their influence cannot he

. 'See K. Fox, Intermediate Economic Statistics, Wiley, New York, 1968, chapter 13.
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S 4 TESTING THE OVERALL SIGN CEOF A REGRESSION )
Mo tent s been eplamed wthe preceding section fw the simple vegression

[ 3 wpressor It section we generahise the test g
nber ot explanatony vanable
gt fnding out whether the explanatory vaviables (X, X, .. ., X))
v gmbcantmtluence on the dependent variable. Formally
¢ overall signtficance of the vegession implies testing the null

udels

xmaw?#u?uﬂ...uu?? =

iganst the alternative hypothesis

Hy oot all &' are zero

It the null hypothesis 1 true, that iy
ne linear relationship bety

The test of he
analysis of

it all the true parameters are zero, there is
een Y and the regressors.

overall signiticance may be carried out with the table of the
nee We compute the regression of Y on all the X's together

d we estimate

(a) the o] sum

(b) the sun
L m.._u.

i of squared deviations of the y's, ¥y?:
squared deviations evnla; y all the 1
* Squared deviations explained by all the regressors together,

() the sum of residual de
_ﬂm:_wzsﬁ. terms we can ey TSI+ zet W
Ind the degrees of freedo Fihe ity The degeee

nd grees m for each of (e i id .
e -6l Sreet “tholthe terms of the _
including the congras koo T K=k 1 1) 1y (he oy Y The degrees
where X is the Jm_wmm_m,.____im%r b it MMW _M-?_ol m,m.
s 1ze. Finally | the deprees of freedom of the total mEr of

viations, ¥e?
Uate the expression ¥

RIS el Anadyvis oF Varanee I8/

wtaes (A

PVEOY A N Wit th tonimatten we may compute the
Sk a

YVAA 1)
YN A

Wil iy _.:::._:..; with the theoe i al EOal the chisen lovel wl gt e )
with iy = & Lawd iy = NV K degieen of Geedonn 1 EY < 1 we et the
anll et hesas, e wae et et Ehe repesdon bosteniieand ot all [
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Pl ahove tntommation may be s
(table N o)

b

s Table of Avalvais ol Varianee

Vablo B Anabystead Vavianee Eabde ton (i Ceneral Begrondon Model ) ey ov, !

Nesebve oof Wi or | Degreex of _ Mian _z._:...:.,) I i
AR A frpr
Lt
 TTR (' B L DR Y SRALTTY S LR LV T ST _
) LetY O AY L RN KD _
Residual et A >, A _
F v tablex, with
Mal 2yt N K=, =N-X
degrees of freedom

1 can be shown that the 2 vatio tor the overall s
reduces to

ipnilicunee of depiession
K

o KUK ) |
(1 RHN - K) m
where K = number of b's (including, the intercept g,
N = number ol observations in the sample,

Proof. We have established that
o SPUK )

XN K)
We may rewrite this e xpression as

Dividing numerator and denominator by £y* we abiain

o IUEY N-K
Lel| Ty K|

But fram Chapter 7 we know that
TP o Le? 2
Tyt fv.x...x i P A
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{he Simple Linear Ne

(orrelation Theary
I6l) _

fable B.7 (conr)
. Tabl x~ 7 {(ront. _ ﬁ - — | YyiXai Kpodg
| ] A 2 yXp yixa Yt
) Yo T J
N X -
H _ 78 3.5 20 2-5 20 |
‘ _ [ 16 ‘ 025 A - 4.5 -4 2:5 40 !
25 | 4 45 4 s
: 4 | 028 2.0 30 25 | -30
r | 2 | % 15 20 -24 i
| 25 6 ‘ 0-2- 20 48 30 —40 2:5 L
| h [ 25 | & (03 3 0 2.0 0 2.5 0
s ‘ 35 m 0 i mm 2 0 08 0 -2'5 1
[ 4 26 | 196 o 35 g3 -3.5 —45 ~-2-5 4.5
| & | 25 | 8 ﬁ_mm is _91 ~1:5 -15 -25 3.5 |
o |28 | 4 0% | 5 | -0 [-28 | -0 |28 3.0
|10 15 36 | 0 20 2.0 0 0 -2.5
| | 25 0-25
i g . 025 |0 3 0'5 0 0 15
| 12 ¢ |2 s 0 10 10 0 0 25
| 13 o | % s 7 | -05 0 0 3.5
12t _ i+ : 1% | -10 0 0 4-0
| 64 : =
! _—M M |28 025 0 -20 -2:0 0 0 2-5
17 o | 1 0-25 0 -2 -10 0 0 0-5
18 ( 0 | 125 _ 0-25 0 -10 1-0 0 0 —2.5
19 0 0 | 025 0 0 ~1-5 0 0 0
20 o | 25 (o025 | 0 % 05 0 0 -25
2 f s ] 25 0-25 25 =25 -2:5 =25 -2-5 2-5
2 |2 | 9 o2 | 3 | -21 |-35 | -15 |-25 15
23 35 | 0 | 025 _ 40 0 -4-0 0 -2-5 0
Fad | 2 25 _ 023 40 40 -4-0 -25 -2:5 2-5
25 3 | 4 | o025 35 -14 -35 ~10 -2:5 1-0
26 25 9 | D25 20 -12 20 —15 25 —1-5
27 5 | 325 025 | 40 -40 4.0 -25 25 | -2:5
28 25 25 0-25 30 -30 30 -25 25 —2-5
29 3 025 45 -63 45 -35 25 -3:5
{30 | - | 40 -40 4.0 =2k 2.5 _2.5
Y= =i 4 2 S Vi =
it r“g.:- | M%w ol | Zyx, = | Lyx, = | Byx, = | Dx,x, =|Zx,x, = | Ix,x, = ;
Lo 1 7% [ 986 730 | 650 |-7178 | -10 | 510 0 7-0 )

ISEYVCNNTONT il ZRTREV NI 1 f VT s

The sbnple cegression of ¥ on Xy explabis B0 per cent ol (he total viriation in ¥

while L pe cent e e K plinined
Howe dntrodoee A p bweatlicry b the fane Hion we obbpin mwn ___.____.vc_..:_..__- ul
the O i shown by the Tollawing results
F= 168K 105X, -0.25 X,
(1948) (011 (O09)
R 0801 2P -473 Let = 104
¥. X X, - 2

The standard errors suggest that both variables are significant in explaining
the variztion in ¥, Both coeflicients have the camect sign, and the regression
explains 89 per cent of the total variation in Y. By introducing X, we have
managed to explain a higher proportion of the total vanation i Y. We want
to know whether this improvement in fitis statistically significant

If we look at the overall significance of the two regressions we see that they
hoth pass the £ test, developed in the previous section. Thus the analysis of
variance tables for these regressions are as shown in tables 8.8 and 8.9,

Table 8.8, Table of Analysis of Variance for the simple model ¥ = f(X )

Sum of Degrees of - .
Source ~ Squares freedom MSL £
X, Spr=g45 | K-1-1 845/1 = 845 813 wyiia
Residual | Ze®=133 N—-K=28 |133/(iN-K)=475 475
v, =1
Total Zy1 =978 N-1=29 by =78
m.O.Gm = n—.MO
Table 8.9. Table of Analysis of Variance for the model ¥ =fX,. X;)
Sum aof Degrees of
S squares freedom MIE Fr
2
X, X I3 =873 K-1=2 873/2 =436 436
Residual | ZTe? =105 | N—Kk=127 105/27 = 3.9 g MET
v, =2
Total Iy =978 N-1=29 5._ =27
i m.c.cm.u 3-35

. m..:_nn in both cases F* > F, ;5 we conclude that both regressions are
significant. However, this test of the overall significance is not very relevant for,
if the tegression Y = f(X,) proves to be significant, so will any relationship
including X, and other additional variables. What we want to know is whether
the new regressor X, has significantly improved the explanation in the
vatiation of ¥, in other words whether it has significantly increased the propor-
tion of the variation explained by the first regression. For this purpose we
compile another analysis of variance table as follows.
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is the difference

val= |
e = Q48 =N

103

*
g
=R]73 =€

33

-

opt Tt =873 -845=28

-

With this miommation we proc

= AXL ), we obtained

sion, Y = X1 X)), we found
At (RN

e Simple Linear Regression Model

ol variation accounted for by e SReDnd moaAblE s
ot .

sed to form the analysis of variance table 8 10,

Table .10
p———— ! *
| Sowweof | Semol  neoee of freedom SE 4
wERhor | spaanes
- TH -S4 (M-1=2-1=1
H.n....“,.“nl..a..ﬂi.wa.u {E=badtnd
e RO s— —1" | T - X1 §
) | . iy i M? - T X (52 - PN — M)
NAe [-BamEsNeieIel] Sousen e
rom X, ! ,
105
; , N-K=30-3=7|2eiN-K) =27 oo 28 . o
AX.X,) =39
— :
| Toul | .3 _ 5 M.Q.QO e
wration | =¥ "~ 978 ¥y =3
F.l |—I vy » M-w
Note: M = number of all H's in the first regression (including by
K= number of 4l ' in complete regression (including b, ).
Since F* is greate than F,

It has been shown th

At the £ test is for
earlier 1o test the :...w:%

significance of

0-05 We¢ may conclude that b, # Q.

tquivalent 1o the 1 test which we used

ndividual coefficients, bi On page 155 we established that F = ¢? for

The procedure for assessing the effect of .
be handled in the same way. We will pres
The results of the tegression y =)

Y=-3688+ | 5 X

. -025
(1948) (0.13) Xs

(009)

with

A2 =873

ent the re

.Cf. .43 are

163
Regression and Analysis of Variance
We next compute the regression Y = f(X,, Xy, X3):
f=-3664+105X,-025X,+0.10X; _, - 0.893
(1993) (013) (0:09) (074)  Byv.x.x,x,
with
P =874  ze=104
Hence the effect of adding X5 is found by
E§t - ) =874 -873 =1
Table 8,11 is the analysis of variance table.
Table 8.11
,..4.5.}.}. af Sum of squares Degrees of freedom MSE F*
variation ) . )
Xicalis =873 M=l = 8= =) ]
o Ns X, - 874 K—tag~1a3 | ]
 Additona1 X, | 37 - B =@ 0-0- 03T W] L
Residual from | ., e 104
Y = fIX, X, X,) Zet = 104 N-K Mv a--lu.n..-l 23t —
Fo.op = 4-23
Total Zy? =978 N-1=129 v, = |
l f vy = 26
Note: Zl e

= number of parameters in the first regression Y =f(X,, X,)
X = number of parameters in second regression ¥ = f(X,, X,, X,)

The null hy
by # 0,

If F* > Fg.05 (With »; = 1 and v, =
null hypothesis and we accept th
variable. In our example F* < f
not a significant vari
standard error test.

pothesis we are testing is b, = 0 against the alternative hypothesis:

26 degrees of frecdom) we reject the

at the third variable is an important explanatory
0.06 hence we accept the null hypothesis: X, is
able. This is the same result as the one we r cached with the

8.5.1. GENERALISATION TO A MODEL WITH k EXPLANATORY VARIABLES

Suppose we have the model

%H\Auﬂ_.*u...ks‘*!‘_ k&v

We first regress ¥ on the m variables (Xi... X,,) obtaining

mvnw:‘.w.*- + . ..+\\w3\#s3
with £9? and Ze? measuring the

explained and unexplained parts of the total
variation in y respectively,
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. W s om o+ 1) = mambder of 2l paramerers m finst regression, including by
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S the miormation ncluded i the analyss of vanance table we may
b z tobownng 1SS
Test of the overall sgmficance of the regression including all the k
arables The eicvant f o s
a , Y 8T8 o
e M..‘_T.l_..- w ,—r’lvﬁu
= T ———— T
) TEAN-K ] 3
T2 N-K) (1 -RY)/(N-K)
which 15 compared w1th Fg gs with #y = (K = 1) and ¥, = (V' = K) degrees of
RIONE IOt BN 200 ducted at the 5 per cent level).
- 1T { Lhe mprovement £ .
e in fit from additional regressors Xpm 41 - - - Xe.

pr (TP - IP)K - M)
e [(N-K)
which 15 compa 1
Fhich sgan i compared 10 P o with v, = (K M) and v, = (V ~ K) deggees of
cdom {for 2 test conducted at the 5 per cent level).

8.6. TEST OF EQUALITY BETWEEN (-
DIFFERENT SAMPLES (1 IWmv COEFFICIENTS OBTAINED FROM

S CHOW TEST)
Suppose thay we have two

containing ny observations a

samples on the variables Y and X

n
d the other n, observations, and

1. the one
we use them

\ " 5 W s
waatell i the satithalnia WU e Latmndiy hetween i f-.. \\]
ARAV T axkiniates b e vanw volatimenshg L ad Jilerent painsiae
e (o By QTS 1L L i 2, p ke

A VT T

. .

nad
o mf-....M.,. ~.m..,.ﬂ,

We want b test whethet these taw exvtumatal elatronaups Jutey ,,ﬁﬁ:.:a,!:ﬂt .
i whch case we coan Tnde that the telationalup 1 changiiig tan e sample o
the othet Bt example suppose that we have the dataon consumption amd
e Tor the petid 198 & *otpom which we estinate the comanmping

g o

s

~ ~
O ” .w;m

)

Subsequently we obtain sample for the period 1938 o7, from which we
obtain the consumption funwtion

A N
(S

N »
+ 8,1}

Z

Are the two estimated functions sgmficantly ditferent? Does the consamp-
tion function shift over time (by # 3,)7 Does the marginal propensty
consume (MPU) change over time by # 3,02 01, s the difference insigmtivant,
<o that it may be attnbutad o chance. in which case ws mad conclude that the
consumption function is stable over time”

To answer these questions we mad perform the tollowing F test suggested
by Chow. (G C. Chow, ‘Tests of Equality Between Sets of Coetficients in Two
Linear Regressions’, Economerrica. vol. 28, 1960, pp. 391-0605.)

Step. 1. We pool together the two samples, thus forming a sample of (71, +n2)
observations. From this we compute a ‘pooled’ function

£, =5, +a,Xx
and we estimate the unexplained variation
2 — 2 _$4a2
Te,=Zyp —Z)p

with (n, + n; — K) degrees of freedom. (p stands for ‘pooled’ and K is the total
number of b’s, including the intercept by} in our example K = 2.)

Step 2. We perform regression analysis on each sample separately.
From the first sample we have:

ﬁw = Wo + Mw—*
et =y, —IN
with (n, — K) degrees of freedom.
From the second sample we obtain

%
T

with (n, — K) degrees of freedom.

ma + W_N
y*-IH



e ¢« BT NN TN C=850-23+0031 Re vy —U¥7c
C gyl wmepasnd VARTRE (323.7) (0-01)
(Sl ¢+ Za) Tej=1.002082=¢,
v - 2K) degrees of freedom. with (n, + 71, —K) =20 — 2 = 18 degrees of freedom.
o - e K & w“f,.n o of resxdual variations from the ‘pocled 2. From the first sample the consumption function is estimated as
g 4 We =5 eep 1. and we obtu C,=331527+051Y  RZ y =0938
Qa0 08 SSEE T T - = ’
fus 9 : . 757- 0-04)
T (36 + Ta) » .
it Tel = 323313
g, 2, - KV Ry - 2K) = K degrees of freadom. with n, — K =10 -2 = 8 degrees of freedom.
il d. e 3. From the second sample the consumption function is found
Sp & WEAEE ST . A _ . 2
€ -(Sa + S /K — C; = 154537+ 0-01 ) R vy =0-994
re - <@ < - - 27 (
: ,lml.m..ﬂlu..h.m/ LI - 2K) I 217y (00D
i i 1 - Tel= 28552
. modhess 5 B = A that s there is no difference in the coeflicients s
T padl vood ST with 7, — K =10 — 2 = 8 degrees of freedom.
. > e TWO SAETRNRS x4 5 R k . -
b ege e Sherved 0 o with the theoretical value of By o5 (Ot 4. The sum of the squared residuals between the two separate regressions is
slcanct) ek vy = Kaadwy =( +8y — 2K) degreesof Q:=Tei + Tei=431.8054
The secrence viee of B s the value that defimes the cntical region of -
Soer ove of spmiame ) with n, + n2 —2K =20 -4 = 16 degrees of freedom.
DN e w2 st the mall lapothesis, that i, we accept that the two 5. The difference of the abowe sum and the *pooled’ residuals is:
choms affe sguiicaeth o, te two samples give different relationships. -0 =FTel —(Z& + Tel) = 5
el s =Ch—-Qr=Ze; —(Ze; + Z£3)=610,217
he comom berng studwd changes over time. Qs =0 ¢ » 156 i
with K = 2 degrees of freedom.
6. The F*¥ ratio is
ompie Assome we b . [Ze2 —(Zei + TeD))/K K 610217/2
e Asame we hawe the two samples on consumption and income for = £ : ~ Qs e =108.
e periods 1948 T and 195847 ok ' i [Tei + Ted)/(my +ny—2K)  Qi/(n, +ny-2K) 451865/16
T B INN-07 which are incuded in table 8.13. i e TSR R T
7. The theoretical value of £ at the 93 per cent level of significance with
mption data (£000 at 1958 prices) ¥y =2 and »; = 16 degrees of freedom is 3-63.
e _ Thus F* > Fy o5 and hence we reject the null hypothesis. The two relation-
— 1 emell] ‘.»,L.. \ ships do differ significantly. That is. the consumption function changed between
oo C, | Yew Income Y, | Comsumption Cy the two periods. Note that from the Chow test we can only infer that the
11420 1358 nsa | TEPT = function has changed. This may be due to changes in either b, or &, or both. To
1959 3720 | _w.m&m _ decide which coefficient has changed we need additional information. One way
HME 24928 | 16738 15 to use dummy variables, as explained in Chapter 12_ If we want 1o test the
w_qm 25,769 _ 17,127 hypothesis that the slope only changes over time, we may include in the function
1963 uw.wmw .. 115117 the factor rY as an additional regressor
1964 =Lt _ 18,375 , ,
1% | g | jo% ERC AL A NG AT
143 1986 e 42 . SE aed e . .
JJ..u:l‘.FJ, 19¢7 Wm.mmm .* 19 811 M.:Q test the m—M:w—.»ﬁH— m—%::ﬁﬂﬂﬂﬁ O» 7u Ut Qu 1s tound mah_—»m:ffﬁzv. W_N—..ﬂ.mr;h—a—
; 20,211 (f Ho: by = 0 is rejected), we may infer that the slope b changes over time.,
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(b SrABILITY OF REGRESSION COEF
8.7. TESTING T GI7E OF THE SAMPLE -
INCREASING "% ecticate the stability of the coelficient mm:m.:ﬂmm

elag N “.e,»,,r ".”1 co find out whether the estimates will be

1A%

previous seclion, th

i whether they wi
ples) Working

v talored to s § .
nedel In this cage 1is not certam that the

i well outside the sample of data which
i of the coctticients. Furthermore there may
¢ structure of the relationship, for example

s

e COMpPOsHion

and apph the Chow test by computing the ratio

rd o el ”
ss o il ~(2e] + TehHliR

T i
(=

t Teil(n, tny—2K)

The Simple Linear I€GTENILTE IHUEEL
€

1l remain stable over time (or
with 2 sample a researcher may produce
sample, by experimenting with

Wheervalions ate more numerous than the number of
o, one mav follow the procedure outlined in the
Wt i, use the addittonal observations as a separate sample

I however the new observations iy are tewer than the number of
parameters in the funchion we may proceed as follows:

Firstly From the sugmented sa

mple we abtain the regression

? - M T Ty
F=Fat8, X, t...+8.Xa.

from which we calculate the residual sum of squares

S Az
Zef= Lyt~ i3

with (m, 4 0, - K) degrees of freedom.
Secondiy. From the onginal sample of size iy we have

~
Y=byt
from which the
el

With ny = K deprees of freedom.

Thurdy, m:_:;n:.:_m the 1

with(n; + n, - K)=(n, K)=p
additiona observatiang '

biX 4. +B,x,

unexplained sum of squares js

“Iyi-zpt

WO sums of residuals we find

Lel - 34l

degrees of 1, reedom, where p
Al N

are the

o ol - Ll Chec kit M il il oty = e o Bl o LD o b e

Fourthly. We form the £™ ratio
(xe? — Zet)im
Zejf(ny —K)
The null and alternative hypotheses are
Hy: b, =6 (i=0,1,2,....%)
Hy: b # B

The #* 1atio is compared with the theoretical value of F, obtained from the
F.tables with ¥, = n, and v, = (n, — K) degrees of freedom.

If F* > F we reject the null hypothesis. i.e. we accept that the structural
coefficients are unstable, their value changing in expanded sample periods.

F*=

Example. Suppose we have the sample of imports and income of the U.K. for the period
195065 as shown in table 8.14.

Table 8.14. Imports and GNP of the UK. (in£m, at 1968 prices)

Year Imporrs (Z) GNP (X) Year Imports (Z) GNP (X)
1950 3,748 21,777 1958 4,753 25,886
1951 4,010 22418 1959 5,062 26,868
1952 3,711 22,308 1960 5,669 28,134
1953 4,004 23,319 1961 5,628 29.091
1954 4,151 24,180 1962 5,736 29,450
1955 4,569 24,893 1963 5,046 30,705
1956 4,582 25,310 1964 6,501 32,372
1957 4,697 25,799 1965 6,549 33,152

The import function estimated for this period (1950-65) is
Z=by+bh X+u
The results of the regression are

2= 201185+ 026 X
(2Q3671)  (0-01)

R*=0984 e =208581

Now assume that we obtain four additional observations on imports and GNP:

Imparrs GNP
1966 6,705 33,764
1967 7,104 34,411
1968 7,609 35,429
1969 8,100 36,200

We want to test whether the addition of the four observations to our original sample
alters significantly the coefficients of the import function.

We compute again the import equation with the enlarged sample of the twenty yearly
observations

Z%=-2461-38+ 028 X
(250:0) (0-01)
R =0-983 Ze? = 573,069



