
Mathematical Methods

•Unit- II : Test of hypothesis –large sample tests- mean 
test- standard deviation test- proportion test-
correlation test – z transformation test- small sample 
test- student’s T test- F test- 𝑥2 test.



Meaning 



Test of hypothesis



Meaning for large sample test 

• The sample size n is greater than 30 (n≥30) it is known as large 
sample. For large samples the sampling distributions of 
statistic are normal(Z test).

• A study of sampling distribution of statistic for large sample is known 
as large sample theory.



Large sample test 



Proportion test 

• The One-Sample Proportion Test is used to assess whether a 
population proportion (P1) is significantly different from a 
hypothesized value (P0). 

• The hypotheses may be stated in terms of the proportions, their 
difference, their ratio, or their odds ratio, but all four hypotheses 
result in the same test statistics.



Z –test 
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SMALL SAMPLE TEST

• If the sample size n ils less than 30 (n<30), it is known as small 
sample. For small samples the sampling distributions are t, F and χ2 
distribution. 

• A study of sampling distributions for small samples is known as small 
sample theory.
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Chi-square test 



Chi-square test 

• The chi-square distribution arises in tests of hypotheses 
concerning the independence of two random variables and 
concerning whether a discrete random variable follows a 
specified distribution. 



Chi square 



F-test

• An F-test is any statistical test in which the test statistic has an F-
distribution under the null hypothesis. It is most often used 
when comparing statistical models that have been fitted to a data set, 
in order to identify the model that best fits the population from 
which the data were sampled. 

• Exact "F-tests" mainly arise when the models have been fitted to the 
data using least squares. The name was coined by George W. 
Snedecor, in honour of Sir Ronald A. Fisher. Fisher initially developed 
the statistic as the variance ratio in the 1920s.[1]
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F- test

• The F-distribution arises in tests of hypotheses concerning whether 
or not two population variances are equal and concerning whether or 
not three or more population means are equal.

• F Test to Compare Two Variances

• A Statistical F Test uses an F Statistic to compare two variances, 
s1 and s2, by dividing them. The result is always a positive number 
(because variances are always positive). The equation for comparing 
two variances with the f-test is:
F = s2

1 / s2
2
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