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Objective: To impart the basic knowledge of Statistical tools and thewr applications n
Psychology.
UNITI

Probability Dismbution — Binonual, Poisson and Normal Distnbutions — Properties and
Applications (without Proof) — Simple Problems

UNITII

Sampling — Advantages and Disadvantages — Simple Random Sampling — Stratified Random
Sampling = Systematic Sampling = (Concept Only) = Sampling Distnibution = Standard Error
= Tests of Significance = Type | and Type Il Emors = Large Sample Tests for Single Mean
and Two Means Tests for single proportion and difference of two proportions

UNIT Il

Small Sample Tests = Test for Single Mean and Two Means — Paired “t" Test Chs-Square Test
for Independence of Atmbutes. Associahion of Ammbutes = Contingency Tables = Methods of
Studying Association — Yule's Coefficient of Association

UNIT IV

Measurement and scaling techniques- Categonical vanables-Data types-Metnc, Interal and
Ratio data. Non-Metnic data- Nomunal, ordinal data. Scales of measurement -Comparative
scale, pawred Companson scale, rank order scale, constant sum scale, Non-comparative scale-
contmuous ratng scale, [tenuzed ranng scale- Likert scale, Guttmann scale

UNITV

Non — Parametnic Tests— Introduction advantages and disadvantages. Run test, Sign test,
Median test, Mann-Whitney U test{one sample only) Kolmogrov Smimov test(two samples).

Text Books:

1. RSN Pillai and V. Bagavathi - Stanstics — Theory and Practice, S .Chand & Sons
Company Lid. New Delhi.

2. 5.C.Gupta and V K Kapoor - Fundamentals of Applied Statistics, Sultan Chand &
Sons, New Delhi, 1 1% revised Edition, June 2012,

3. JP Verma and Mohammed Ghufran- Stanstics for Psychology, Tata Mcgraw Hall
Educaton (P)Ltd New Delhi.




6. TESTS OF SIGNIFICANCE |

(Small Samples)

6.0 Introduction:

In the prL‘HE}.UB chapter we have discussed problems relating
0 large samples. The large sampling theory is based upon tw
;,mpnﬂlll'ﬂ ﬂﬁSUﬂ]ptiOﬂS such as - PO 0

(a) The ra}ndmn sampling distribution of a statistic s

approximately normal and |

(b) The values given by the sample data are sufficiently close

to the population values and can be used in their place for
the calculation of the standard error of the estimate.

The above assumptions do not hold good in the theory of small
samples. Thus, a new technique is needed to deal with the theory of
small samples. A sample is small when it consists of less than 30
items. ( n< 30)

Since in many of the problems it becomes necessary to take
a small size sample, considerable attention has been paid in
developing suitable tests for dealing with problems of small
samples. The greatest contribution to the theory of small samples 1s
that of Sir William Gosset and prof. R.A. Fisher. Sir William

Gosset published his discovery ‘n 1905 under the pen name
‘Student” and later on developed and extended by Prof. R.A Fisher.

He gave a test popularly known as "t-test

6.1t - statisti e
atistic definition: - .
It Xy, x2, .o0oen X, is a random sample of size n from a normal

: 2 then S *§ t-statistic 18
Population with mean p and variance O - then Student s

defined ag {= ~— H
Jn
“hc a H_ za‘n . "
n



; I —2
and S"= —— 2 (x —X) s
n-I| 1
Is an unbiased estimate of the population variance 6” It follow
student’s t-distribution with v =n -1 d.f

6.1.1 Assumptions for students t-test:

I. The parent population from which the sample drawn js
normal.

2. The sample observations are random and independent.
3. The population standard deviation & is not known.

6.1.2 Properties of t- distribution:

I t-distribution ranges from —« to ® just as does a normal
distribution.

2. Like the normal distribution, t-distribution also symmetrical
and has a mean zero.

3. t-distribution has a greater dispersion than the standard
normal distribution.

4.

As the sample size approaches 30, the t-distribution.
approaches the Normal dicte: e o



Applications of t-distribution: S | o
The t-distribution has a number of applications in statistics.
of which we shall discuss the following in the coming sections:

(1) t-test for significance of single mean, population variance being
unknown.

(i) t-test for significance of the difference between two sample

means, the population variances being equal but unknown.
(a) Independent samples

(b) Related samples: paired t-test

I.f:_

6.2 Test of significance for Mean-

We set up the correspondin -
g null and alternat; - es
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- b

Af He: K ndppopulalion Mean.

mt‘ﬂn a

H-p#}lo(ﬂdl-’ﬂ(or)“}uﬂ)

14 Inf
erence :
cceptance region and the null
pothesis Ho may be

—

[k

" random sample of 10

l 11': mh

L:a;rel of significance:
50 Of 1% -
| Calculation of statistic:

r Ho the test statistic 1s

| Unde
th = 3(———”— or _:Ill_l
,S__ Sf\.jn—lll
Jn |
- 22X

where x = =— is the sample mean
n

and S*= LE(K—;}E (or) s’ = lZ(x-ﬁz
n

n-1|

Expected value :
1

i

|_ .
l_T_'_
- S |

| |

If tg < te 1t falls in the a
cepted and ifto =

hypothesis 15 4 3
level of significance.

rejected at the given

Certain pestic
bags is drawh an

weigh (in kg) as follows:
gh (in kg) " A5 A8

50 49 52 : |
Test if the average packing can be taken to be 50 kg.
Solution: '
Null hypothesis: o -

}' 50 kgs In the averaget packlng is 50 kgs.

Hoz i 147
Wt
k-

. There is no significant difference between the sample

i - Il )
XK -—sludenl“st-distribulion with (n-1) d.

. the null hy

/E(ample 1: de is packed into bags by a machine. A
. d their contents are found to



Alternative Hypothesis:
H, - u = 50kgs (Two -tailed )
Level of Significance:

Let o =0.05
Calculation of sample mean and S._D_ -
X d=x-48 | ¢
50 2y
49 1
2 | 4 16
M4 4 6
45 -3 9
48 ) 0 o0
46 2 &
S R R T
49 +1 A
45 -3 9]
Total -7 [ 69 |
;=A+—>-:—q
n
—48+ =’
10
=48-0.7 =473
g2 | (2d)
— [2d -]
n
_ (7%)
CRTY
64
S—— =712
5 2

galiculation of Statistic:
nder H, the test statistic jg -

| .
s
o= |—_H

— |
—
|

{3
IVS '




Expﬂ'"t“d value: ’
X=H | . distri
=== follows t distribution wi
NS /n )
- :., : z’ :
= 2,2()2 ( _f_r-_,s.d'"’"'
Inference: =

Since 19 > te, Hy is rejected at 5% level of significance and
we cnnplude that the average packing cannot be taken to be 50 kgs.

(10-1)d.r

Example 2:

A soap manufacturing company was distributing a
particular brand of soap through a large number of retail shops.
Before a heavy advertisement campaign. the mean sales per week
per shop was 140 dozens. After the campaign. 2 sample of 26 shops
was taken and the mean sales was found to be 147 dozens with
sandard deviation 16. Can you consider the advertisement

effective?

Solution: |

We are given | o
n = 26. « = |47dozens. §

Null hypothesis: s areffective
Ho: 1= 140 dozens 1.c. Advertisement &
0 } eNne ,,-

Alternative Hypothesist oo

: bel e
i . i P

iy I ¢ .! “n ) u
Hy:p> 140Kes (Right -taric 1)
Calculation of smli.\lm'; e st qatistic 1s \
Under the null hypothests R
N M
t e
on =1 )
R .y .
|_|'.' .!-Hl It e s
16/ \"'.25 |

R
{ Y



Expected value:

X — I_l ' ’ : :
te=|——== [lollows t-distribution with (26|,
s/Nn—1

~)(f
=1.708
Inference:

Since ty > t. Hy 1s rejected at 5% level of SIgNIficqpy

Hence we conclude that advertisement is certainly effeqye
increasing the sales.

6.3 Test of significance for difference between two means:
6.3.1 Independent samples:

Suppose we want to test if two independent samples hak fjg

been drawn from two normal populations having the same
the population variances being equal. Let x,,

...... Y., be two independent random samples from the given[*
normal populations. )
Null hypothesis:

Ho © py = W2 Le. the samples have b

' ' €en draw yrmil
populations with same means. n from the nor
Alternative Hypothesis:

means fyo
X2,.... X, and yj, ¥

Hy sy # o (< poor gy > py)
Test statistic: B a.
Under the H,, the test statistic is Al
P ,
- - Uy
X—Yy n
to =|— 1 I (lh-'
SJ‘ + - fIljn
n, J |
_ X - 2
where x=— Y=
n, n,

_r___*_ n,s -
N +n. _ 5

] . ~_ 5 nh‘_. -
L — S(x—Xx) +2(y y) ]=
and S 2[

L



F‘pc{-tEd Tﬂluﬂ;' ;?J
|

Pl follows t-distribution with n,+ n, 2d.f
l 1 -
1'..

| \ﬂ, n, |

||nference:

If the ) < te we accept the null hypethesis. If 1, > L, we reject
he null hypothesis.

Exal‘(ple 3:

A group of 5 patients treated with medicine A" weigh 42,

119, 38, 60 and 41 kgs: Second group of 7 patients from the same
*fhospital treated with medicine ‘B’ weigh 38, 42, 56, 64, 68, 69 and
+|62 kgs. Do you agree with the claim that medicine *B’ increases the
- [weight significantly?

Solution:
Let the weights (in kgs) of the patients treated with

_ |medicines A and B be denoted by variables X and Y respectively.
~ |Null hypothesis:

”|_] . pl = “‘:
.e. There is no significant difference between the medicines A and

das regards their effect on increase in weight.
Alternative Hypothesis:

].{' C R < py (leftail) e
ignificantly.

Leve] of significance : Let 0~ 0.05

medicine B increases the weight

‘“mputation of sample means ar_ld S.Ds
Medicine A —————
X «_x (x=46) | (X=X)
= 2 il 6
=3¢ | -7 | 49
]F_ ——39—. e — —2‘ - - + - —--4=__
— | 14 | 196
'. 60 14 | x
|1 . 0 | 290
230




" 230
X = Z'_x = — :46
n, h
) Medicine B _
38 -19 361
42 -15 L 228
56 | - | . * I
64 7 | 49
o8 | 1 [ a2
69 12 144
62 ~ = D | 25
L 999 0 L 926
y= Y23 g
n 7
1 _ l Z —3 . o
T a‘:a;;i T =%+ Ziy =y’

511-2 ”;5'2"‘“9"6] 121.6
-} al'__..--""-

Calculation of statistic:

Under Hy the test statistic is



11

. | O
\jl2l.6x L
35
11
= — =17
57
Expected value;
'! ;—§ C .
= | follows t-distribution with (5+7-2) =10 d.f
] 2(1 1 ]
| Sl — 4+ —
N n, n,
=1.812
Inference:

Since ty < te it 1S not significant. Hence Ho 1s accepted and
we conclude that the medicines A and B do not differ significantly
as regards their effect on increase in weight.

Eﬂmp;g:{; types of batteries are tested for their length of life and
the following data are obtained:

No of samples " Mean life | Variance
_ (in hrs) |
. ___#_;--; | o 9 | 600 121
"r .- - _r —_— S ———
— ___y_p_c.————'—‘_'_f 8 1 640 144
II Typ’e B 1 _ .

_ T ference in the two nicans'.’ _ N
< ificant difference in t
Is there a sign!

Solutiﬂ'“:_
“‘rc are gl\‘ﬂn ) B :

g. % =600hrs; sy’ =121; n; =8; x» =640hrs; s,2=144
ni= s hesis:

hypot . e

Nul_| i = K2 i.e. Two types of batteries A and B are |dcnl!cal l.e.
l:-;* e 15 1O significant difference between two types of batteries.
the



Alternative Hypothesis:

I
Hip # po (Two- tailed)
Level of Significance:
Leta=5%
Calculation of statistics:
Under Hy, the test statistic is
- |
x f—
tﬂ I e _}—;_—:[
Y I I
| IIS" + — ‘
\ )
> NS, +n,s.°
where §* = ~121 TS,
n,+n, -2
_ IxI121+8x144
9+8-2
_2241 =149 4
15
|
| 600-640
T [1 '1J
- 11494 - +
\ ¢ 9
LU
T 17y 59391 O0O°
'“”"4( 7'2]
Expected value:
X -y follows (_distribution with 9823 -
— (

131 154

15dr




\ J'I

Inference: :
Since o = e 1L1s highly significant Hence H. ic e
We conclude that the two types ce Hy is rejected and

; - S of batteries differ -
regards their length of life. nes differ signiticantly as

6.3.2 Related samples —Paired t-test:
In the t-test for difference of means. 1h
S. the

T enc WO s¢ . e
independent of each other. Let us now 1ak 0 samples were

¢ a particular situations

where
(1) I'he sample sizes are equal: ie.n, =n, = n(say). and
(i) I'he sample observations (x;. x- X ;‘ and (Vi
Al e s aaairg) [ ']- '.j-

oY) 'dl:'-l‘ nn_l completely independent but they are
dependent in pairs.

That is we are making two observations one before treatment
and another after the treatment on the same individual. For example
2 business concern wants to find if a particular media of promoting
sales of a ['II‘UL]LIL‘L say door to door camfassing or advertisement in
papers  Or through T.V. is really effective.  Similarly a
pharmaceutical company wants to test the efficiency of a purl‘iuulurl
drug. say for inducing sleep after the drug is given. For testing of
such claims gives rise 10 situations in (i) and (ii) above. we apply
paired t-test.

Paired — t —test: et
: . =1 2 " n) denote the difference n
ot di = Xi - Vil L2
the observations for the i unit.
Null hypothesis: |
Hy o py = po e the increments arc Jt
Alternative Hypothesis: |
My e (g > pe (o) H = K
Calculation of test statistic:

ist by chance

d
lh = ] IS ) |
b,-l'\_l:l____ 1 _ l}_d]
— | egody = 1 W
N 2 _—-—2(d-¢ .
where d = == and S n- 17 "



sAapeated valge:
d

le =[— (ollow -distributiop with | d.f
S/vn
Inference:
By “Omparing (; and e at the desired level of SN,
usually 59 1%, we reject o

raceept the ny hypothes;,
E_x‘z’tmple S:

a certajp modificatjon |, I

-as nearly oy POssible |

ONC on the degk 'Muse and (e other on (he ey 1
The lulluu'mg difference ¢, the numpey of words typed per ming
were recorded _
YPIsts MBI e EJFTGTH
[ncrease i | | | I’ rl
II]UI'ﬂbCI‘Uf-WUI'dS 2 9 (0 | L | |, 4 | 1/ ) )
- . . S I I A

Do the daty ndicate (. mndn]cuu“" N desk Promotes specd
lyping”

Solution:

Null hypothesis-
l’[” = L | e !h‘.' ”]”l““t';i[“]” n ilt"h‘k
lyping

docy Ot promore speed 11
Alternative Hypothesis

Hi w < s (Ler lailed 1,
[.evel of siglliﬁ{'ﬂlll't‘: [ el Y0 s
1 _'t-f'l'-! I ( ! "
A ) f lr |'
I : 1
r' q‘J | lrl
| ( !
| | | 4 |
| , ) II ! i
(F ‘ Ifl |'
Il | ‘ -' 2
| ’ |
! |! 1 -



Fa >
:"ll |{,‘ /{
d | 1IN

| N !
D D:I' (2.d)
I

JBE Vo0 = s

Calculation of statistic:
(ipder T, the test statishic s

{
dVn | 778 3

Lo ) 024
S 2615

xpected v alug,,..

\d\fn_

s

= | 860
e | The data does
When t, < t. the null hypothesis 1s accepted. The Gk :
/ ]
not indicate that th modification in desk promotes speed i typing

follows t- distribution with 9 | 8dl

EXample 6: ) LA
| p'\n [() test was minnnvﬂurud o 5 persons helore and altar

. oiven below
they were trained The results are }__WLT”

V
1] vV
~Candidates I ‘ I 123 11 175
) before 110 120 s
trainino | ST 136 ]
O after 120 LI

[est U-I 1} there 15 andy change 1 .
=l A EaTEA » A i .
peLie! nmIIL.'HHLL]

b » " l"1| -
procramme (leslt at 1% IL\LI ol it

Solution: I |
| . () alter the
Null hiypothesis: ficant chang m 1
14! i
'I i " Il'lL[L‘ 1% ““ 5 I
. | o 1
tran

NNy ]tirl'._'l.u‘l‘lt‘.m'

|87



Alternative Hypothesis

Hy oy # Ho (W tailed tegr)

Level of significance

=00
X o g 123 132
Yoo R0 g 125 136
d Xy 1) 2 | 4
R [ 16
d=%4_-10_
n 5
o - (Zd)’
s sy (Zd) |
n-—| n

| 100
C 140 - T2 < 3
L s =30

Calculation of Statistic:
Under Hy the test statistic is

d |
b= |- |
IS/vVn |
-2 |
V3075
2
2.45
0816
F.xpected value:
I-’ d follows t-distribution with 5
JS' /n
4.604
ce: 0/ - Y i
|nfereﬂg"mc o< 1 at 1% level of signific
| crefore. conclude 1, ‘re
. Wwe therclore. cong at there jq ne
h:'r)i’.'t!.'"r-'&"lrN1I

' me.
fter the training program
a

4 d.f

ance we accept the null
v change in ()
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value of 2. a3 uant Teot__ gl s
Chi square - Distribution: UN 1T“_,!_D.. Condmnrta 320N

The square of a standard normal variate is a Chi-squarc
variate with |1 degree of freedom i.e., If X is normally distributed

o X—W) .
with mean p and standard deviation ©- then ( - ] is a Chi

Square variate (73) with 1 d.f. The distribution of (:‘_h!—‘;C]L:.a:E
depends on the dc;s_{rees of freedom. There ¢ a different distributit

tor cach number of dcngCS of freedom.

159




distiiouuiul,

chi-sQuare 2. |
“,;l“est of independence A 11 ba@r 3- At nbulis

Let us suppose that the given population consisting of N
items is divided into r mutually disjoint (exclusive) and exhaustive
classes Ay, Az ..., A, with respect to the attribute A so that
randomly selected item belongs to one and only one of the

attributes Ay, Ay, ..., A, Similarly let us suppose that the same

population 1s divided into ¢ mutually disjoint and exhaustive

classes By, B, .... B: w.r.t another attribute B so that an item

selected at random possess one and only one of the attributes
Bi, By, ..., Be. The frequency distribution of the items belor oing to



k.~ 9 .

lll l}‘ Y l i l - II [l Y o ow [; * c‘ll‘l bL ILI}rt.'.Lnl'rd I
r AT d d BI| - . L I
L LI‘--L- i Iq - PR Y

ifi -y table.
the following r x ¢ manifold contingency ta

r x ¢ manifold contingency table

8 7B | B | .| B |.. B, Total |

A | _ | |
A, -l-“‘\:BI)'{AI_BE‘-'_ (.A.'.BL‘:'_* | {A]BL-_) (A|_) |
As | (AB) [ (ABy) | ... (AB) | ... | (ABo) | (Ay)
A, '<.@} (ABy | ... [(AB) | ... | (ABY (A)
A (AB) (AB) | .. [(AB) .. | (ABo | (A)

Toal  (By)  (By) ... | (B) ... | (B) |zAi=

S | | EBj=N_

(A;) 1s the number of persons possessing the attribute A,
(=1.2....r). (Bj) is the number of persons possing the attribute

B.(=1.2.3.....c) and (A, B)) is the number of persons possessing
both the attributes A, and B, (i=1,2,...r J=1.2....¢c).

Also IA,=XB,=N

Under the null hypothesis that the two attributes A and B
are Independent, the expected frequency for (AiB)) is given by

_ (Ai)(Bj)

Calculation of statistic:




hected value: . 4— Q

- (0| - l::'I )‘- f “ 2 " .
,/L_I =y | — Ollows ¥“-distribution with (r—1) (c—1)d.f

nference:

Now comparing yo* with Yo at certain level of significance
we reject or accept the null hypothesis accordingly at that level of
significance.

6.6.1 2x2 contingency table : ‘
Under the null hypothesis of independence of attributes, the

value of x> for the 2x2 contingency table

Total
a b atb _}
C d c+d |
Total atc b+d N |

, N(ad - be)’
Koo = (a+c)b+d)a+ b)(c +d)




Example 9: 54 b Lo

1000 students at college level were graded aL‘CUI'diI!g "
their 1.Q. and the economic conditions of their homes. Use Y ley
to find out whether there is any association between €conom
condition at home and 1.Q.

" Economic Q) R Total

Conditions | High . Low | D

Rich L 460 140 | 600

| Poor ‘ 240 160 . 400 .
lotal ~700 3001000
Solution:

Null Hypothesis:

There is no association between economic condition at home

and
1.Q. 1.c. they are independent.

(A)B) 600 x 700
I:I | — e 420
N 1000
I'he table of expected frequencies shall be as follows.
420 . Total
~ 18 T
) ' 0 4600
o280 120 | 400
" Observed Expected | () [) Tt ——
| I'requency Frequency l '3_‘11_'_1_]
| o  E E
460 420 _ 1600 KXY
240 280) 1600 %—'7”
If | 4(0) | | 80 | 1600 . 8.-889
'r 160 120 1600 | 13333
B _ . 31.74¢

N [ ‘_“.‘['“.’- J = 31.746



 ® &

Expt‘ftc’d Value:
) \{(0 - ) J follow 7° distribution with (2-1) (2—-1) = 1 d.f
fe T E
- 3.84
]“fcrenu, )
y 2 > / . hence the hypothesis is rejected at 5 7o level of

nmhmnce 1hele is association between economic condition at

home and 1. Q.

g



Methods % Studiging  Anrocatim
9. THEORY OF ATTRIBUTES

oMIT-BL Conhpiug Hpny ...

)0 Introduction: .

| Generally statistics deal with quantitative data only. But in

schavioural sciences, one often deals with the variable which are

jot quantitatively measurable.  Literally an attribute means a

quality on characteristic which are not related to quantitative

neasurements. Examples of attributes are health. honesty.

blindness etc. They cannot be measured directly. The observer may

find the presence or absence of these attributes. Statistics of
attributes based on descriptive character.

9.1 Notations:

# (Association of attribute is studied by the presence or
absence of a particular attribute. If only one attribute is studied, the
population is divided into two classes according to its presence or
absence and such classification is termed as division by dichotomy.
If a class 1s divided into more than two scale-classes. such
classification is called manifold classification.

Positive class which denotes the presence of attribute is
generally denoted by Roman letters generally A.B,....etc and the
negative class denoting the absence of the attribute and it is

denoted by the Greek letters a, B....etc For example, A represents
the attribute ‘Literacy’ and B represents ‘Criminal’. « and [
represents the ‘Illiteracy’ and ‘Not Criminal” respectively. )“

9.2 Classes and Class frequencies:

Different attributes, their sub-groups and combinations are
called different classes and the number of observations assigned to
them are called their class frequencies.

If two attributes are studied the number of classes will be 9.

(iLe..) (A). (). (B). (B), (A PB) (a B). (o B), (ot B) and N.




illus ' arly.
The chart given below illustrate it clearl}

(1)
(A) [ o =

AB) (AB) (aB) (af3)

The number of observations or .units belon%?g ticlass s
known as its frequency are denoted within brackgt. usl;E ,- )Ds;:f\nds
for the frequency of A and (AB) stands for the “Ul'flc ‘ tablje%[
possessing the attribute both A and B. The confmgen ) .‘:-U
order (2x2) for two attributes A and B can be displayed as givey

below

|. i A o Total

B | (AB) | @B) | (B)
P L (AB) (af3) LB
Total | (A) | () | N

Relationship between the class frequencies:
The frequency of a lower order class can always be
expressed in terms of the higher order class frequencies.
e N=(A)+(a)=(B)+(p)
(A)=(AB) + (AB)
(@) = (aB) + ()
(B)=(AB) + (¢ B)
If the numbey of attributes

. . n JELY
[ - > - > 3" classes
have 2 cell £ : s n, then there will be 3
requencies,



9.3 Consistency of the data: A

4% (In order to find out whether the given data are consistent or
aot we have to apply a very simple test. The test is to find out
hether any or more of the ultimate class-frequencies is negative of
pot. If none of the class frequencies is negative we can safely
calculate that the given data are consistent (i.c the frequencies do
pot conflictin any way each other). On the other hand. if any of the
ultimate clags frequencies comes to be negative the given data are
inconsistent. Jj

Example 1:

('iiv_f:n’N = 2500, (A) =420, (AB) =85 and (B) - 670.
Find the missing values.
Solution: L ol
q 0
We know N = (A) +() = (B) + (B) == ® & s 1
(A)=(AB) +(AB)
(@) = (uB) + (af) —3) B ne
(B)=(AB) + (a B) %)
(B) = (AB) + (a p) —(55) R RA R e

From (2) 420 — 85 + (A3)

(AP) - 420 -85 X b
(A 3) =335 To ol N
From (4) 670 — 85 + (uB) 8s 6?‘5 610
335 w2 1§30

(aB) = 670 - 85
(aB) = 585

From (1) 2500 = 420 + (@)
(@) = 2500 — 420

420 20 IS 0©

(o) = 2080
From (1) (B) = 2500 -670
(B) = 1830

From (3) = 2080 = 585 * (af3)
S (afd) = 1495



Example 2: 4‘

lest the consistency of the following data with the SYmby,
having their usya| Meaning, o
N = 1000 (A) - 600 (B) - 500 (AB) = 50

Solution:
: | A ‘_I (1 _ lota]
B S0 450 s
B S A
'I'u[u_l _‘I 600) | 400 | 1000 _

Since (@f})) = -50. the given data is Inconsistent.

Example 3:
Examine the consistency of the given data. N = 6() (A) =3
(B) =32 (AB) = 25

Solution:
|'| .r A v Total
B 25 7 4
Bo26 | 2 o
l'otal | 51 | 9 6()

Since all the frequencies are positive. it can be concluded
that the given data are consistent,

9.4 Independence of Attributes:

If the attributes are said to be independent the presence o
absence of one attribute does not affect the presence or absence of
the other. For example. the attributes skin colour and intelligence of
persons are independent.
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: the actud
attributes A and B are independent then
I" [i:[;qual to the expecled frequency
Ih:qt]t‘.nb}f B (A)(B}
(AB) N
B (a).(3)
gimilarly (a )~ N

sociation of attributes: _ ' e A
s T'wo attributes A and B are said to be associated if they arc

n[:: independent but they are related with each other in some way Of
other.
The attributes A and B are said to be positively associated if
(A).(B)
(AB) =~
N

It (AB) < (A){(B) .. then they are said to be negatively associaled] }ff

Example 4:
Show that whether A and B are independent. positively

associated or negatively associated.

(AB) = 128, (aB) =384, (Ap)=24and (af}) =72
Solution:

(A)= (AB) + (A)

=128 + 24
(A)=152
(B)=(AB) + (uB)

=128 +384
(B)=>512
(o) = (uB) + («f3)

=384 + 72

S (o) =456
(N)=(A) + (o)
=152 + 456

........



(A)x(B) _ 152x512 h

N 608
= |28
(AB) = 128
(A)=(B)
AB) = -
( ) N

Hence A and B are independent

Example 5:

From the following data. find out the lypes of associjay,,,
Aand B.

DN=200 (A)= 30 (B)=100  (AB)- |5
SINZ400 (A)= 50 (B)=160  (AB)-20
IIN=800  (A)=160  (B)=300  (AB)- 50

Solution:

A).
I Expected frequency of (AB) = :\:Bl
_ (30)(100)
200
quency is equal to the cxpected frequency .
¢ Aand B are independent.

=15
Since the actual fre
le15=1s. therefor

2. Expected frequency of (AB) - (A).(B)
N
_ (50)(160)

=20

(A)(B) _ (160)300,
= — = — " =6l
N 800

xpected frcquenc} le. S0«
Clated.
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:’ cu-cfﬁcicnt of association: |

. \‘.llf;‘ , above example gives a rough idea about associatlon but

rhe e of association. For this Prof. G. Undy Yule has
e of agsociation.

. ) L
4ﬂ[ht e nu
Y ested @ tort .
attributes A an
e four

la to measure the degre

. of association between two

A8
W, 1.:;1:‘-211!1

JatIve

<lat! if {-\B}- {(].B} (AB) and (U.B) arc th i

_pination of A. B, a and B then Yules co-efficient ©f

“;wgialiﬂﬂ 1S

~ (AB)@B)~(AB)(xB)
lAB)(uB‘H{A[}).luB)

yvote: ) ‘

‘ -1 there 1s pertect positive association

1 1fQ-
ifQ=-1 there is perfect neg

Q=70 there 1S no association (1€) A
1. For rememberance of the above form

ative association
and B are independent

ula . we use the table

below _
A ]'I o
B W B
B AR l af i‘1§f
Example 6:
association between darkness of eye colour

Investigate the

in father and son from the fol
Fathers™ with dark eyes
Fathers with dark ¢yes @
Fathers™ with no dark eyes and so
Neither son not father having dark eyes

lowing data.

and sons’ with dark eyes 50
1 sons” with no dark eyes = 79
ns with dark eyes — 89
=782

Solution:
et A denote the dark eye colour of father and B denote
dark eye colour of son.
| A . L Total
B | 50 | 89 139
P 1& 79 782 861
129 | 871 1000

l‘nml



Yules’ co-efficient of association js $
Q = (ABXUD) -~ (AB).(uB)

(ABXGP) +(AB).(aB)

50x 782 ~79x%89

S0 782 + 79 x 89

312069
— =0.69
4613

. there is a positive
and sons’,

association between the eye colour of father:
Example 7 :
Can vaccination he regarded as
small pox from the data given below.
Of 1482 persons in a locality, ex
all were attacked. among the 1482
among these only 35 were attacked

4 preventive measyr, 0f

posed to small pox. 368 in
persons 343 had been vaccinateg

Solution:

et A denote the attribute of vaccination and B denote thys
of attacked.

A |. (L | Total

B 3.0 333 368
B 308 C 806 14
Total 343 | 139 C 1482

Yules’ co-efficient of association is
0 (_A_B](:x[i}—(x\ﬁj.[_ul}ﬂ
(AB)(af3) +(AB).(uB)
~ 35x806 - 308 %333
352806+ 308~ 333
- —74354
130774 |
.e., there is a negative association between attacked and
vaccinated. In other words there s 4 positive association betwecr
not attacked and vaccinated. Hence vaccination can be
a preventive measure for small pox.

= —0.57

regarded o
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*
8.: m-cducational mstitution. out of 200 students, 150
. They took an examination and it was found that 120
were hoi{? girls- failed. Is there any association between sex and

ed. .
P“m..ﬁ in the examination.
quCee

Gilluti"n: : .
‘ | et A denote boys and a denote girls. Let B denote those

.ho passed the examination and [3 denote those who failed.

v -

we have given N = 200 (A)=150 (AB)=120 (af)=10
Other frequencies can be obtained from the following table

A ] « | Total

B o120 | 40 | 160
] 30 10 0
Total | 150 | 50 ] 200 |

Yule's co-etticient of association is

o (AB)B) -~ (AB).(aB)
(AB)a3)+(AB).(«B)

~120x10-30x40 PN
12010+ 30 x40

Therefore. there is no association between sex and success
in the examination.,

Recall
(A) (B) denote positive attributes
() (3) denote negative attributes
2 =2 contingency table.

X___.I A l oL : I otal
N

B (AB)  @B) = (B)
p (A) (af}) (B)




1O

Vertical Total Horizontal Totg)

(AB) + (AP) = (A) (AB) + (aB) =
(aB) + (af) = (o) (AB) + (aB) =
(A)t () =N (B)+(B) = N

Types of Association

it Y (B
Positive Association if (AB) > (A;f )

Negative Association If (AB) < (AL(B)

Independent if (AB) = (A;(B)

Yule’s co-efficient of Association
0- (AB)(a) - (AB).(aB)
(AB)(af) + (AB).(aB)
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