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UME L GIGNIFICANCE (Basic Concepyg

4. TESTO

4.0 Introduction: all the information about populay,

e ct pas o gyl S
It is not easy 10 clolllﬂ} study the characteristics of the eny,
e u

) due to time factor, cost factor g
d sample. Sample is a finite subser o
lation and the number of individya|

and also it 18 not pﬂss_lbr v
population (finite or il in
other constraints. Thu; we nee
statistical individuals in a poplu o
‘ sample size. o
a sample is called the san . _

in Q.qmi;ling is quite often used in our c.iay-to cjay pr;'icllcal life
For ;xamplc in a shop we assess the qu.allty of rice, w 1e;: Er any
other commodity by taking a handful of it from the bag and then to
decide to purchase it or not.

4.1 Parameter and Statistic:
a?‘-\ﬁhf statistical constants of the population such as mean, ().

variance (7). correlation coefficient (p) and proportion (P) are
called ‘Parameters’.

Statistical - constants  computed  from  the samples
corresponding to the parameters namely mean (x). variance (SEL|
sample correlation coefficient (r) and proportion (p) etc. are called
stallstic]fm‘

mlmichlllrralm?lerf;_arp functions of the population values while
e ©tunctions of the sample observations. In general.
POpulation parameters are unknown

as their estimates p and sample statistics are used

4.2 Sampling Distributiop-
82 MThe dixlrihutinn

assumed by some 51
randomly d

of all '

alistic nu:a'aurtie)tfl)gllqlblc values which can be

AW from the cor. r'om samples - ize ‘n

sampling distriby;, " e same POpulation Dquizcolt:\lSd'I:i;llfeed as
SIze N, j as

N of the 51'111'-41‘]
Consider - §IANIEL and FERRET ),

“Population
NwWith N

sample of g; '
iple of size N from 1,

S .Let us take a random
here are

o L -

L

—

l

(



= —x(t-1)
K 4,
4.3(QS}andard Error:
‘ e sampling distribution of a

[Thc standard deviation of th
statistic 1s known as 1ts standard error. It 1S abbreviated as S.E. Fc%_l;_

example. the standard deviation of the sampling distribution the

v known as the standard error of the mean.

mean
| — X. + X, +.ceeenenanns X
Where v( x) = v( < i
H
_ "’(\1) v(,,\*z) +1(1”)
. EREAIREERRE -
n n n
: o’ o o’  no’
:—-,—+-—';‘+ ...... +— = =7
n n n n

.

A

T The S.E. of the mean s - ’
1 CoETN) \/’_, /



The standard errors of the some of the well known Statjg
. . , M | s
for large samples are given below. where # is the sample size -
. : . ) . s
the population variance and P is the population proportion

: . _ ang
Q = 1-P. nj and n; represent the sizes of two independent r

. and{_}m g
_samples respectively.
!I' SINo | Statistic Standard Error
. Sample mean x ©

B %
2. Observed sample proportion p | PO
I : n _

i| 3. | Difference hcm;cen ol two JG"E . G

| samples means (x| — x;) neons | "

|I 4. DltTei*:_we of two sample /PiQF P

roportions p; — p> |
. prop P1—p2 V ni_ n:

— — T

Uses of standard error ]
1) Standard error plays a very important role in the large Ii*
sample theory and forms the basis of the testing of|
hypothesis.
1) The magnitude of the S.E gives an index of the precision of
the estimate of the parameter. _
i) The reciprocal of the S.IE is taken as the measure O
reliability or precision of the sample. .
5.E enables us to determine the probable limits withir N
which the population parameter may be expected to lie. r
Remark:

V)

S.I: ol a statistic may be reduced by increasing the sanﬂ‘l"? -
size but this results in corresponding increase in cost. labour ant [{ s
time ctc., L,
4.4 Null Hypothesis and Alternative Hypothesis _

Hypothesis testing begins with an assumption called
Hypothesis, that we make about a population  parameter. "
hypothesis is a supposition made as a i");l.\clht for reasoning. “:
conventional approach to hypothesis testing is not to construct ©




b

_aglc hypothesis about the population parameter but rather 10, se
- wwo different hypothesis. So that of one hypothesis 1s aceepted.
¢ other 1s rejected and vice versa.

svall H _-Ll_}{'ciﬂ:
hvpothesis of no difference 1s called null hypothesis and

: usually denoted by Iq;}lﬁinll hypothesis is the hypothesis™ which
c1ested for possible r€jection under the assumption that it 1s (rie

. Prof R.A. Fisher It is very useful toal in test of significance
For ex: mple If we want to find out wheiher the spec tal ¢ lasses (for
Hr Sec. Students) afier school hours has benefited the students «
-+ We shall set up a null hypothesis that “H. special classes ﬂfirr
« hoo! hours has not benefited the students™

slterna i\-_f_‘H_\-pnlhesis:
: Anv 'hypothesis. which 1s complementary to  the nwll
---_.p?pes;s. is called an alternative hypothesis, usvally denoted by
HT) For example. if we want to test the null hypothesis that the
population has a specified mean w, (say).
¢ . Step 12 null hypothesis Ho: g = o
then 2. Alternative hypothesis may be
1) Hi u#policp— o of p= )
;FI] H;: H - My
i) Hi n
the aliernative h\.p«uh{. 515 in (1) 15 known as a two — tasbed
alternative and the alternative in (i) 15 known as right-tatled (111) s
own as left tailed aliernative respectively. The settings o
2] Terrdlwt hypothesis 15 very important since It enables us 1o decide
*hether we have to use a single tailed (right or left) or two talled

, €5t /

3145 Leve! of cignificance and Critical value:

Leve .

¢l ¢ significance:
.:.H-‘l I“ﬂ 't'-.'w:ing a gi‘:tn h p"‘ih{::.lz.,
N we would be v.llllnu te, take sk 16 called I::-.r-l

(ire , £

I:'. _!._ET'_L-,;: fif 1h£ lcst I ]*-,, rrhhdh:l”r !llt{.“ rlﬁ,hui{,t’i h
pecified before samples are drawr,

[

the maximurm probabihity ¥ ith

f

w T P




7 AR P ol TYpe ----Jf-L* & rre \
Obviously, the first tw:possibilities lead to €rrors. Tk o o
In a statistical hypothesis testing expcnmcnt. 31 i.;)g-ue (;mr W )
Committed by rejecting the null h}--pothesis.whent: Lnot ]:e_ n Uh,
Other hand, a Type Il error is committed DY Jecunﬁ .
(accepting) the null hypothesis when it is false.
If we write | . )
a =P (Type I error) =P (rejecting Ho | Ho 18 SHIC false)
B =P (Type Il error) = P (Not rejecting Ho | Ho 1S 2lse
In practice, type I error amounts to rejecting a lot w?enWheng_otog
and type II error may be regarded as accepting the lot " ldh
bad. Thus we find ourselves in the situation which is described i,

the following table.

T Reject Hy -

Accept Hy CError
Ho is true Correct decision TypelError
Ho is false Type 1l error Correct decision




5.1 Large samples (n > 30): 8’ ‘ q -

The tests of significance used for problems of large samps
are different from those used in case of small sarnpif.‘q:?r_-ij._"
assumptions used in both cases are different. The follow’
assumptions are made for problems dealing with large samples

sl
-

nol
(1) Almost all the sampling distributions follow n
asymptotically.

() The sample values are approximately close =
population values.

| he Iullmunﬂ tests are discussed in large sample tests.

() Test of significance for proportion

() Test  of senificance  for  difference  betwee!
proportions



(iii) Test of significance for mean 1
(iv) Testof significance for difference between two means.

5.2 Test of Significance for Proportion:
Test Procedure

Set up the null and alternative hypotheses
Ho : P =Pq
H, = P # Pg {P--"[}HOI' P <Py)

Level of significance:

Let o =0.050r0.01

Calculation of statistic:

Under Hy the test statistic is

-P
Loy= L '
[PQ

'V on

Expected value:

f

) —P

Ze= P < N 1)

PQ |

\'n

=1.96 fora=0.05(1.645)
= 2.58 fora=0.01 (2.33)
Inference:

(1) If the computed value of 7, < 7. we accept the null
hypothesis and conclude that the sample is drawn from the

~population with proportion of success Py,

() If Zy > 7. we reject the null hypothesis and conclude that
the sample has not been taken from the population whose
Population proportion of success is P,

(Eiample 1:
I - :
l N a random sample of 400 persons from a large population

are fe i ‘
3 ml?les,Can :F be said that males and females are in the
> I the population? Use 1% level of significance

ratip



e h 4

Solution:

We are given

n =400 and I

x = No. of female in the sample = 120 :
: : _ 120

p = observed proportion of females in the sample = 200 =03 J

Null hypothesis: )'

The males and females in the population are in the ragjg <.
wl ' i

i e.. Ho: P = Proportion of females in the population = % =03 |

L

Alternative Hypothesis: (0, ‘

H, : P #0375 (two-tailed) * —7~ = O b2y '
. &

Level of significance:

a=1%or0.0l

Calculation of statistic:

Under Ho. the test statistic 18

|

P_":EI'

PQ
\

7.(]. =

10.300-0.375
[{i.'éfisxti.bzs'
o400
0.075 - 0.075 ~ 112

J0.000586  0.024

Expected value:

 loes
Ze= 1221 L NG0.1) =258



y

;nferﬂlf_f :
Since

| %o lf\el th 'il__ll
the poP
Pgmplf 2:

[n a sample of 400 parts manufacture

U

the calculated Zo = /. we reject our null hypothesis at
nificance and conclude that the males and temales
ylation are not in the ratio 5:3

d by a factory, the

sumber of defective parts was found to be 30. The company.
however. claimed that only 5% ol their product is defective. Is the

-1aim tenable” _1-QL1'; -

Solution:
We are given
n= 400

. = No. of defectives in the sample = 30
»= propo.don of defectives in the sample

- ()

X 2T =0075
n 400

N\ull hypothesis:

The claim of the company is tenable Hy: P=0.03

Alternative Hypothesis:

H P> 005 (Right tailed Alternative)

Level of significance: 5%
Falculaﬁon of statistic:
nder H. the test statistic 1S

- _f
0.075 - 0.050

0.05 wli“ )—‘\@"&
1 A

\ 400

TR

00001187

B T

(€



L1b. ,d'
Expected value:

3

/. l" Pl N, 1)
| [PQ
'R Qi we Y ‘-‘-“" ¢ /
| (:4‘3 {"JIH' e lmluil Orv vnfl,u '
ol ¢ J‘:qlg hrﬂ[

Inference : £o

Since the calculated Zg ~
5% level of significance
1S not tenable.

5.3 Test of significance for difference between two proportion:

Test Procedure
Set up the null and alternative hypotheses:

Hy : P, =P, = P (say)
H| . P] 7z Pj (Pl}PJ or P, {-Pll
Level of significance:
Let a=0.050r0.0]l
Calculation of statistic:
Under Hy, the test statistic 1s

Zy = il ? (P, and P; are known)
‘F’(), P, Q
I.ll nj |
!
. Py — P,
~ | TF———===| (P, and P, are not known)
pg[ L)
\' \ ”‘ I |
where p =P *N-p. _x, +x,
n, +n, n, +n

-

O P

» /. WC reject ourt 1l h\ pu[hhl "
and we conclude that the company’s ¢|q,



| 2.

ppected iie:
I /- Py — P>

= |- -~ N1
‘S-E(p, -P,) W0

nference:
(i) If Zo < Ze we accept the null hypothesis and conclude that
the difference between proportions are due to sampling
fluctuations.

(i) If Zo > Z. we reject the null hypothesis and conclude that

the difference between proportions cannot be due to sampling
fluctuations

y
Example 3:

) In a referendum submitted to the ‘student body at a
university, 850 men and 550 women voted. 530 of the men and 310
of the women voted ‘yes’. Does this indicate a significant

difference of the opinion on the matter between men and women
students?

Solution:
We are given _
- 850 ny = 550 =530 %310

53() 310

p=2" 2 = 2 =(.56
850 62 p2 550

PN, 5304310 o

LYY 1400 |

) 040 ). F) . [I*O""O)

\ .

| i_lll." hf"DfIthesis:

a significant difference ol
| women students.

y . . -
" Puie the data does not indicate

lhe .. .
e n]‘Hni” . en anc
‘“turn N on the matter between n
. P f“w'*' “}’Iluthcsisz
I'*"-'L'IM P2 (] wo tailed Alternative)
of <ive .

Lo, Significance:

=005



tatistic:

< ralation of § -
C alculation  qatistic 1S

Under He. the tes

Expected value:

Z P N0 = 1.96

ference :

Since Z, > /. we reject our null hypothesis at 5% level of
significance and say that the data indicate a significant difference o
the opinion on the matter between men and women studenlS/-/
/Enmpk 4:

In a certain city 125 men in . )
- T 4 sam , be
self employed. In another city ple of 500 are found to

: . S this indi Y s @
irst’

Solution;
n= 500



) A 1
I .S Al 0174 l/f
500 1000
X, t X, 1254 V78
4 n,tn. o 50001000
500 |
1500 3
[
l
0 b
Null hypothesis:

o Py P There s no signmihicant difference between the two

population proportions

Alternative Hypothesis:

o P Podet tled Alternative)
Level of significance: et a = 005
Caleulation of statistic:

Under H, the test statistic s

PP

VW'}[ nlI | n|1 ]

/.

|

|

|

028 0rs bk
| I ] 0.020

|
‘\{ 500 1000
Fxpected vilue:

1N



15
[nfereﬂ;iﬂn::e 7, > Ze we reject the n

jsas
significance and say that ['hl;:'ﬂ
the two population proportio %

f , ople. On the
}fxaml?l: civil service examination was 3ed into the upper 30% and

r - diVi - y
< of their total scores, they WETE tion 40 of the upper group
bass ining 70%. On a certain ques
the remai :

On the basis o thi
d 80 of the lower group answered corretf;tllyf;)r e natingils
zzeqtion is this question likely to be use€

i ted?
ability of the type being tested”

|| hypothesis at 3% level
y qificant difference betweg,
18

Solution:
We are given 70% 200
ny = N 100
100 )
X2 — 80
%= 80 4
40 2 = 50 _4
P60 3 140 7
h_XitXy _ 40+ 80
Cn,4n,  60+140
_ 120 E
200 10
O=1-p=j_L_4 !;.
Null hypothesis:
Ho: Py= P, (say) The particular question does not discriminate %
abilities of two groups.

Alternative Hypothesis:

Hy : Py= P, (two tailed Alte
Level of significance:
Letw=0.05

Calculation of statistics
Under Hy, the test statistic is

rmative)



e A Rt st S - o — T § e D'\"—'l"k..'o

if 54 Test of significance for mean: |6
Let x, (i=1,2.. n) be a random sample of size n from a

POpulation with variance o2, then the sample mean x is given by

= l
X = —(x3+x2+....Xp)
n

E(X)-—‘-p




I

L,[(V(x[) + V(x3) +.....V(xu)]
n?

a1

l 2 g
n n

s G
LSE(x)= —

—

vn

Test Procedure:

Null and Alternative Hypotheses:
Ho:p = .

Hitp# po (u > pg or p < pyg)

Level of significance:

leta=0.050r0.01
Calculation of statistic:
Under H,,. the test statistic is

Expected value:
Zo= ~—EI N
6/Vn

=1.96 fora=0.05 (1.645)
or

= 2.58 fora=0.0] (2.33)

Inference :

If z?u = Z. we accept our null hypothesis and conclude that
the sample is drawn from a population with mean = Ly

It 2y > 7. we reject our H, and conclude that the sample 15
ot drawn from a population with mean =

/Example 6:

o\ The mean lifetime of 100 fluorescent |j
a company -
d;viatic::np?r;}': ' computed to be 1570 hours with a standard
roducen :. I..ﬂ hours. If |1 is the mean lifetime of all the bulbs
Y the company, test the hypothesis =160

132

ght bulbs produced

0 hours against



&

the alternative hypothesis K # 1600 hours using a 5% level of

significance.

Solution:
| We are given
Xx = 1570 hrs p= 1600hrs § =120 hrs n=100

Null hypothesis:

Ho: p= 1600.ie There is no significant difference between the
sample mean and population mean.

Alternative Hypothesis:

Hy: po# 1600 (two tailed Alternative)
Level of significance:

Leta=0.05

Calculation of statistics

Under Hy, the test statistic is

‘0= h:/:/ljn‘

1570 - 1600
4_@____
| J100
30x10
120
=2.5
Expected value:

XTEE N
s/

— 196 fora= 0.05

Lo

. o) T ,

S iect our null hypothesis at 2 Yo Ic»elu?f
! ' P I -¢ between the
Since Zo > Ze 0 s signi ifference

“ignii‘uc;ﬁz an:; say that there 1S significant d

' | - ion mean.

sample mean and the pnpulatmn




L5 . w car w hose Mean
/[{Xﬂmp!: ar company decided 10 introduce a n¢ . C Awin ear
petrol consumplion 1s claimed to be lower tha P aed for in
car A sample of 50 new cars were taken 2 ~ petro|

L -

> sumption for the &
consumption. It was found that mean petrol C;t‘rﬂau_nnpm P
cars was 30 km per litre with a standard dwlh e ;;m-\_'b lr
(40 s b R ‘ I ) .
litre. Test at 5% level of significance whethegr L; C rpmr;: - .,,,[E
that the new car petrol consumpton 15 2 pe
average 1s acceptable.

Solution:
We are given x=30; p=28 : n=50: s=3.5
Null hypothesis: _
Ho u = 28. i.e The company's claim that the petrol consumption of
new car is 28km per litre on the average 1s acceptable.
Alternative Hypothesis:
H, u < 28 (Left tailed Alternative)
Level of significance:
Let a = 0.05
Calculation of statistic:
Inder Hy the test statistics 1s

x-p

l a sf\/;

]
| ©
+
o
| oo

|

'g |

[ ]
x

2)
=

35

= 404
Expected value:

X —
s/n

= 1.645

Z.=

C

~ N(O,1 )Jata = 0 05




Inference :

D

g |

{ 4

)

!

-

[ A

Since the calculated 7, > Z. we reject hIL‘ null hypothesis at
5% level of significance and conclude that the company’s claim s
not acceptable.

5.5 Test of significance for difference between two means:
Test procedure

Set up the null and alternative hypothesis

Ho: 1y =y Hp:p, 2 Mo (B = oy or py < o)

Level of significance:

Let a%

Calculation of statistic:

Under Hj the test statistic is

!
Zn _ | th = X2 :
o, o,
- . + =
\/ I'.:II nl’
If cnz =0,” =g° (1) If the samples have been drawn from
the population with common S.D & then under Hy : p, = p,
_ X1 — X
Zt} = ll
I I
o/ +
J": n,
Expected value:
- - I
X1 —X2
Z.= = —=— ~N(0,1)
SE(Xxi -x2)

Inference: |
() IfFZy <7, we accept the Hy (ii) If Z > Z. we reject the H,

g Elample 8: _

A test of the breaking strengths of two different types of cables
Was conducted using samples of n; = n; = 100 pieces of each type
Of cable



f\! s
pr i

Cable | (able Il
%, =1925 X,= '3‘:05
= 30
= 40 o2 : indi
o fficient evidence to indicate ,

Do the data provide sull .
difference between the mean breaking strengths of 1

Use 0.01 level of significance.

Solution:

We are given
X, =1925 X, = 1905 o= 40 o = 30

Null hypothesis

Ho:py = us .ie There is no significant difference between the
breaking strengths of the two cables.

H .y = uo (Two tailed alternative)
Level of significance:

Leta=0.01 or 1%
Calculation of statistic:
Under H; the test statistic is
zﬂ - _"_x"lﬁ - \__:_‘—:_
o, o.’
bl B
\/ n, n,
— 1925 -1905 20
0 500 s
Fx | 38 100
pected valye: \ oo
Z = :I - ‘_\h

he two cableg



[nference: o 1 R

Since Zy > Z. we reject the Hy, Hence the formulated null
hypothesis is wrong ie there is a significant difference in the
breaking strengths of two cables.

Example 9:

’ The means of two large samples of 1000 and 2000 items are
67.5 cms and 68.0cms respectively. Can the samples be regarded as
drawn from the population with standard deviation 2.5 cms. Test at
5% level of significance.

Solution:

We are given

n;=1000:n,=2000 X, =67.5cms: X,=680cms 6=25cms
Null hypothesis

Ho: 1y = wo (ie.) the sample have been drawn from the same
population.

Alternative Hypothesis:

Hi: 1y = i (Two tailed alternative)

Level of significance:

a=35%

Calculation of statistic:

Under H, the test statistic is

67.5 - 68.0
| I
2.5 +
{1000 2000

0.5x20

2535

= 5.1



Expected value: 2“3 .
|
Ze= "X 1 N@.1)=1.96
s|Ll., 1
\/nl n,
Inference :
Since Z, > 7

e We reject the Hy at 5%

level of significance
the samples

and conclude that have not come from the same [l

population.

6




