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Statiotics-II.
Standard distributions
In, istuction:
In this chapeer we witt discuss
theoretical discrete distributions. When the
valius of the variables are distributed according to some definite probability law which can be ixpreised mathematically, such distributions as called theoretical discrete distributions
Ii: important theoretical discrete distribution Ni
(i) Binomial
(ii) Poisson
(iii) Normal

Binomial Distribution:
Binomial dist, was discovered by
Tames Eesnonti (1654-1705) in the yeas, 1700 and was first published Posthusnowshy in 1713, (eight years after his death)

Lot the random, experiment be performed
repeatedly and each trial hatred possible outcomes occurrence of an euplide a trial be called a success and its nor-occus ore
a failure
Ex., tossing os a coin, Wersormana or a Student

is being finite). in which the prob, $p$ of success $\therefore$ any trial is a constant for each trial.
"This $q=1-p$, is the prob, of failure in ape trial

The prob, of $x$ successes and consequently
$(i s x)$ failures in $n$ independent trials, in a FSF (wheres
by the compound Prob, then., by the express.

$$
\begin{aligned}
& P(\because G S F F F S \quad F S F)=P(S) P(C) \cdot P(F) \Gamma(C) \\
& =p \cdot p \cdot p \cdots p \cdot q \\
& =\frac{p \cdot p \ldots p}{x \text { factors }} \frac{p \cdot q \cdot \frac{p}{n \cdot x} \text { factors }}{}=p^{x} q^{n x}
\end{aligned}
$$

Fut $x$ successes in $n$ trials can occur in $\binom{n}{\pi}$ ways and the prob., for each of these ways is $p^{x} q^{n-x}$. Hence the prob, of $x$ successes in $n$ trials in myordes whatsoever $k$ given by the addition thin, of prob, by the expression

$$
\binom{n}{x} p^{x} \cdot q^{n \cdot x}
$$

The prob. dirt, of the number of successes, so obtained is called Binomial probability. duet.
Definition: $n$ repeated Berwhithip, trials of south provo, in A $\gamma \vee \times$ is for catch thill.
dust., if it assumes only non-negative values and its prob., mass func., is given by,

$$
0 \text {. Otherwise }
$$

The two indep., constants $n$ and $p$ in the dist, are known as the parameters of the dist.,
Note: B binomial dist., is a discrete dist, as $x$ can take only the integes.at values viz, $0,1, \ldots$ Any variable which follows binomial dist. is Known as binomial variates.

Binomial distribution is a discrete distribution in which the random variable X (the number of success) assumes the values $0,1,2, \ldots \mathrm{n}$, where n is finite.
Mean $=n p$, variance $=n p q$ and
standard deviation $\sigma=\sqrt{\mathrm{npq}}$,
Coefficient of skewness $=\frac{q-p}{\sqrt{n p q}}$,
Coefficient of kurtosis $=\frac{1-6 p q}{n p q}$, clearly each of the probabilities is non-negative and sum of all probabilities is $1(\mathrm{p}<1, \mathrm{q}<1$ and $\mathrm{p}+\mathrm{q}=1, \mathrm{q}=1-\mathrm{p})$.
The mode of the binomial distribution is that value of the variable which occurs with the largest probability. It may have either one or two modes.
4. If two independent random variables $X$ and $Y$ follow binomial distribution with parameter $\left(\mathrm{n}_{1}, \mathrm{p}\right)$ and ( $\mathrm{n}_{2}, \mathrm{p}$ ) respectively, then their sum $(\mathrm{X}+\mathrm{Y})$ also follows Binomial distribution with parameter $\left(\mathrm{n}_{1}+\mathrm{n}_{2}, \mathrm{p}\right)$
5. If n independent trials are repeated N times, N sets of n trials are obtained and the expected frequency of $x$ success is $N\left(n C_{x} p^{x} q^{n-x}\right)$. The expected frequencies of $0,1,2 \ldots n$ success are the successive terms of the binomial distribution of $N(p+q)^{n}$

## Example 1:

Comment on the following: " The mean of a binomial distribution is 5 and its variance is $9 "$

## Solution:

The parameters of the binomial distribution are n and p
We have mean $\Rightarrow \mathrm{np}=5$
Variance $\Rightarrow \mathrm{npq}=9$

$$
\begin{aligned}
\therefore \mathrm{q} & =\frac{\mathrm{npq}}{\mathrm{np}}=\frac{9}{5} \\
\mathrm{q} & =\frac{9}{5}>1
\end{aligned}
$$

Which is not admissible since $q$ cannot exceed unity. Hence the given statement is wrong.

## Example 2:

Eight coins are tossed simultaneously. Find the probability of getting atleast six heads.

## Solution:

Here number of trials, $n=8, p$ denotes the probability of getting a head.

$$
\therefore \mathrm{p}=\frac{1}{2} \text { and } \mathrm{q}=\frac{1}{2}
$$

If the random variable $X$ denotes the number of heads, then the probability of a success in $n$ trials is given by

$$
\begin{aligned}
\mathrm{P}(\mathrm{X}=\mathrm{x}) & =\mathrm{nc}_{\mathrm{x}} \mathrm{p}^{\mathrm{x}} \mathrm{q}^{n-\mathrm{x}}, x=0,1,2, \ldots, \mathrm{n} \\
& =8 \mathrm{C}_{\mathrm{x}}\left(\frac{1}{2}\right)^{\mathrm{x}}\left(\frac{1}{2}\right)^{8-\mathrm{x}}=8 \mathrm{C}_{\mathrm{x}}\left(\frac{1}{2}\right)^{8} \\
& =\frac{1}{2^{8}} 8 \mathrm{C}_{\mathrm{x}}
\end{aligned}
$$

Probability of getting atleast six heads is given by

$$
\begin{aligned}
P(x \geq 6) & =P(x=6)+P(x=7)+P(x=8) \\
& =\frac{1}{2^{8}} 8 C_{6}+\frac{1}{2^{8}} 8 C_{7}+\frac{1}{2^{8}} 8 C_{8} \\
& =\frac{1}{2^{8}}\left[8 C_{6}+8 C_{7}+8 C_{8}\right] \\
& =\frac{1}{2^{8}}[28+8+1]=\frac{37}{256}
\end{aligned}
$$

## Example 3:

Ten coins are tossed simultaneously. Find the probability of getting (i) atleast seven heads (ii) exactly seven heads (iii) atmost seven heåds

## Solution:

$$
\begin{aligned}
& \mathrm{p}=\text { Probability of getting a head }=\frac{1}{2} \\
& \mathrm{q}=\text { Probability of not getting a head }=\frac{1}{2}
\end{aligned}
$$

The probability of getting x heads throwing 10 coins simultaneously is given by

$$
\begin{aligned}
\mathrm{P}(\mathrm{X}=\mathrm{x}) & =\mathrm{nC}_{\mathrm{x}} \mathrm{p}^{\mathrm{x}} \mathrm{q}^{n-x} . \quad, \quad \mathrm{x}=0,1,2, \ldots, \mathrm{n} \\
& =10 C_{x}\left(\frac{1}{2}\right)^{x}\left(\frac{1}{2}\right)^{10-\mathrm{x}}=\frac{1}{2^{10}} 10 C_{x}
\end{aligned}
$$

i) Probability of getting atleast seven heads

$$
\begin{aligned}
P(x \geq 7) & =P(x=7)+P(x=8)+P(x=9)+P(x=10) \\
& =\frac{1}{2^{10}}\left[10 C_{7}+10 C_{8}+10 C_{9}+10 C_{10}\right] \\
& =\frac{1}{1024}[120+45+10+1]=\frac{176}{1024}
\end{aligned}
$$

ii) Probability of getting exactly 7 heads

$$
\begin{aligned}
P(x=7) & =\frac{1}{2^{10}} 10 C_{7}=\frac{1}{2^{10}}(120) \\
& =\frac{120}{1024}
\end{aligned}
$$

iii) Probability of getting atmost 7 heads

$$
\begin{aligned}
P(x \leq 7) & =1-P(x>7) \\
& =1-\{P(x=8)+P(x=9)+P(x=10)\} \\
& =1-\frac{1}{2^{10}}\left\{10 C_{8}+10 C_{9}+10 C_{10}\right\} \\
& =1-\frac{1}{2^{10}}[45+10+1] \\
& =1-\frac{56}{1024} \\
& =\frac{968}{1024}
\end{aligned}
$$

## Example 4:

20 wrist watches in a box of 100 are defective. If 10 watches are selected at random, find the probability that (i) 10 are defective (ii) 10 are good (iii) at least one watch is defective (iv) at most 3 are defective.

## Solution:

20 out of 100 wrist watches are defective
Probability of defective wrist watch, $p=\frac{\not 20}{400}=\frac{1}{5}$

Since 10 watches are selected at random, $\mathrm{n}=10$

$$
\therefore q=1-p=\frac{4}{5}
$$

$$
\begin{aligned}
P(X=x) & ={ }^{2} C_{x} p^{x} q^{n-x}, x= \\
& =10 C_{x}\left(\frac{1}{5}\right)^{x}\left(\frac{4}{5}\right)^{10-x}
\end{aligned}
$$

Probability of selecting 10 defective watches

$$
\begin{aligned}
P(x=10) & ={ }^{10} C_{10}\left(\frac{1}{5}\right)^{10}\left(\frac{4}{5}\right)^{0} \\
& =1 \cdot \frac{1}{5^{10}} \cdot 1=\frac{1}{5^{10}}
\end{aligned}
$$

ii) Probability of selecting 10 good watches (i.e. no defective)

$$
\begin{aligned}
\mathrm{P}(\mathrm{x}=0) & =10 \mathrm{C}_{0}\left(\frac{1}{5}\right)^{0}\left(\frac{4}{5}\right)^{10} \\
& =1.1 .\left(\frac{4}{5}\right)^{10}=\left(\frac{4}{5}\right)^{10}
\end{aligned}
$$

ii) Probability of selecting at least one defective watch

$$
\begin{aligned}
\mathrm{P}(\mathrm{x} \geq 1) & =1-\mathrm{P}(\mathrm{x}<1) \\
& =1-\mathrm{P}(\mathrm{x}=0) \\
& =1-10 \mathrm{C}_{0}\left(\frac{1}{5}\right)^{0}\left(\frac{4}{5}\right)^{10} \\
& =1-\left(\frac{4}{5}\right)^{10}
\end{aligned}
$$

v) Probability of selecting at most 3 defective watches

$$
\mathrm{P}(\mathrm{x} \leq 3)=\mathrm{P}(\mathrm{x}=0)+\mathrm{P}(\mathrm{x}=1)+\mathrm{P}(\mathrm{x}=2)+\mathrm{P}(\mathrm{x}=3)
$$

$$
\begin{aligned}
= & 10 \mathrm{C}_{0}\left(\frac{1}{5}\right)^{0}\left(\frac{4}{5}\right)^{10}+10 \mathrm{C}_{1}\left(\frac{1}{5}\right)^{1}\left(\frac{4}{5}\right)^{9}+10 \mathrm{C}_{2}\left(\frac{1}{5}\right)^{2}\left(\frac{4}{5}\right)^{8} \\
& +10 \mathrm{C}_{3}\left(\frac{1}{5}\right)^{3}\left(\frac{4}{5}\right)^{7} \\
= & 1.1 \cdot\left(\frac{4}{5}\right)^{10}+10\left(\frac{1}{5}\right)^{1}\left(\frac{4}{5}\right)^{9}+\frac{10.9}{1.2}\left(\frac{1}{5}\right)^{2}\left(\frac{4}{5}\right)^{8} \\
& +\frac{10.9 .8}{1.2 .3}\left(\frac{1}{5}\right)^{3}\left(\frac{4}{5}\right)^{7} \\
= & 1 .(0.107)+10(0.026)+45(0.0062)+120(0.0016) \\
= & 0.859 \text { (approx) }
\end{aligned}
$$

## ample 5:

With the usual notation find $p$ for binomial random variable if $n=6$ and $9 P(X=4)=P(X=2)$

## solution:

The probability mass function of binomial random variable X is even by

$$
(X=x)=n C_{x} p^{x} q^{n-x} . \quad, \quad x=0,1,2, \ldots, n
$$

rumples (8)
For a Binomial dist., with parameters $n=5$, $p=c \cdot 3$ find the prob, of getting (i) atleast 3 Eaccosses (ii) atmost 3 successes iii) exactly 3 Juibuses.
solution:
the binomial dist., is $(0.7+0.3)^{5}$
(i) Prob, of athast 2 successes.

$$
\begin{aligned}
& =P(x-3)+P(x-4)+P(x=5) \\
& =5_{C_{3}}(0.3)^{3}(0.7)^{2}+5 t_{4}(0.3)^{4}(0.1)+(0.3)^{5} \\
& =0.1631
\end{aligned}
$$

(i) Prob, of atmost 3 successes

$$
\begin{aligned}
& =p(x=c)+p(x=1)+p(x=2)+p(x=3) \\
& =(6.7)^{5}+5_{c_{1}}(0.7)^{4}(0.3)^{2}+5_{c_{2}}(0.7)^{3}(6.3)^{2}+5_{c_{3}}(0.1)^{2}(0.3)^{3} \\
& =0.9692
\end{aligned}
$$

(ii) Probe, for exactly 3 fail, $=$ the prob. for. exactly 2 successes

$$
\begin{aligned}
& =P(x=2) \\
& =5_{c_{2}}(0.1)^{2}(0.3)^{2} \\
& =0.3087
\end{aligned}
$$

In a throw of a die, 5 or 6 is comsidend success. Find the mean no, cf successes an 3.D in eight throws of a die
$\frac{\operatorname{cotion}:}{n=\overline{8}}$

$$
\begin{aligned}
& n=\bar{\delta} \\
& P=\text { prob, of success: } \frac{2}{6}=\frac{1}{3} \\
& \therefore q=1 \cdot p=1-1=2 \\
& M R a n=n p=8 \times 1 / 3=8 / 3 \\
& A \cdot T=\sqrt{n p q}=\sqrt{8 \times 1 / 3 \times \times^{2} / 3}=1 / 3
\end{aligned}
$$

for which
find the
dust
A al...
wis know that, for bunomid dist

$$
\begin{aligned}
& M, A n=n p \\
& V a \cdots \cdots \cdots=\text { nhl }
\end{aligned}
$$

Gu... M.... 4
$\therefore \quad \| p=4$
vas rance mpq:3

$$
\begin{aligned}
& 4 q=3 \Rightarrow q=3 \\
& p=1-q=1-3 / 4=1 / 4
\end{aligned}
$$

Subs, $p=1 / 4$ in ( $)$ wo get,

$$
n=\frac{4}{p}=16
$$

The required bine., dust, us

$$
P(x)=16_{c_{x}}\left(\frac{1}{4}\right)^{x}\left(\frac{3}{4}\right)^{n-x}
$$

6 dice are thew en 759 times How many times to you expect at leos 3 dice to che ce if five or a ir x?
Crier ion
Peprob, of gating 5 cr 6 with one dee

$$
-\frac{1}{6}
$$

$$
\therefore q=1 p=1-\frac{1}{3}=\frac{2}{3}
$$

$P$ (atl.ast these hie showing fir or six)

$$
\begin{aligned}
& =r(x-3) \\
& =r(3)+r(4)+r(5)+r(6) \\
& =\frac{460+60+12+1}{3^{2}}-\frac{233}{2^{2}}
\end{aligned}
$$

for 729 time the expected wo, eft thime.neloest
cusscn distribution:
The person dist, was first diccovesel by
a French mathematician $S$ D Poisson in 1837. The approximation of binomial whin $n$ is large and $p$ is close to zest is called the poisson dist.,

Definition:
A R.V $\times$ is said to follow a poisson dist, If it assumes only non-negative values and its prob., Mass fum, is given by,

$$
P(x=\bar{x})=P(x)=\frac{e^{-\lambda} \lambda^{x}}{x!}, \quad x=0,1,2, \ldots u, \ldots
$$

these $\lambda$ is known as the parameter of the dist, and $\lambda>0$
Note
(i) The bine, dist, w characterised by two parameters $P, n$ while the poisson dist, is chard $\therefore$ by a single parameter $\lambda$.
(ii) The sample space for the bino. dist, is $[0,1,2$ vi] while fol the poisson dist, is $\{0,1,2, \ldots n, \ldots\}$
(iii) Total prob, is one.

Proof:
(i) $\sum p(x)=1$

$$
\begin{aligned}
\sum_{0}^{\infty} \frac{e^{-\lambda} \cdot \lambda^{x}}{x!} & ={c^{-\lambda}\left(1+\frac{\lambda}{1!}+\frac{\lambda^{2}}{2!}+\cdots\right)}=\epsilon^{-\lambda} \cdot x^{\lambda}
\end{aligned}
$$

(iv) $P$ orison $d t$. is a limit ring case of binomial dist, uncle the foll,

(i) It is used in quality control to count thine, of an item.
(11) Ne. by mistakes committed by a typ. Pea

Assumption:
(i) The vasiable is dircsece.
(ii) The events can only be either e a succor. or failure.
(ii) The wo., of trick us finite \& large.
(i) The prob, of success $p$ is so small of that $q$ is almost equal to unity
(v) The ticals are indep, to coach other

Moments:
Raw moments:

$$
\begin{aligned}
& \begin{aligned}
E(x)=M \text { lan } & =l_{1}^{\prime}=\sum x p(x)=\sum_{0}^{\infty} x \frac{e^{-\lambda} \lambda^{x}}{x!} \\
& =-\lambda \infty \quad x
\end{aligned} \\
& =e^{-\lambda} \sum_{0}^{\infty} \frac{\lambda^{x} \cdot x}{x!} \\
& =e^{-\lambda} \sum_{1}^{\infty} \frac{x \cdot \lambda^{x-1} \cdot \lambda}{x(x-1)!} \\
& =c^{-\lambda} \lambda \sum_{1}^{\infty} \frac{\lambda^{x-1}}{(x-1)!} \\
& =\lambda E^{\lambda}\left(1+\lambda+\frac{\lambda^{2}}{2} ?+\cdots\right) \\
& =\lambda \cdot e^{\lambda} \cdot e^{\lambda}=\lambda \\
& a_{1}=\lambda \\
& E\left(x^{2}\right)=\mu_{2}=\sum_{0}^{\infty} x^{2} p x \cdot \sum_{0}^{\infty}[x(x-1)+x] p(x) \\
& =\sum[x(x-1)+x] \frac{e^{-\lambda} \lambda^{x}}{x!}
\end{aligned}
$$

Some examples of Poisson variates are :

1. The number of blinds born in a town in a particular year.
2. Number of mistakes committed in a typed page.
3. The number of students scoring very high marks in al subjects
4. The number of plane accidents in a particular week.
5. The number of defective screws in a box of 100 manufactured by a reputed company.
6. Number of suicides reported in a particular day.
failure q is very high almost equal to 1 and n is very large.
7. The parameter: The parameter of the Poisson distribution is m . If the value of m is known, all the probabilities of the Poisson distribution can be ascertained.
8. Values of Constant: Mean $=\mathrm{m}=$ variance; so that standard deviation $=\sqrt{\mathrm{m}}$
Poisson distribution may have either one or two modes.
9. Additive Property: If $X$ and $Y$ are two independent Poisson distribution with parameter $m_{1}$ and $m_{2}$ respectively. Then $(\mathrm{X}+\mathrm{Y})$ also follows the Poisson distribution with parameter $\left(m_{1}+m_{2}\right)$
10. As an approximation to binomial distribution: Poisson distribution can be taken as a limiting form of Binomial distribution when $n$ is large and $p$ is very small in such a way that product $n p=m$ remains constant.
11. Assumptions: The Poisson distribution is based on the following assumptions.
i)

The occurrence or non-occurrence of an event does not influence the occurrence or non-occurrence of any other event
ii) The probability of success for a short time interval or a small region of space is proportional to the length of the time interval or space as the case may be.
iii) The probability of the happening of more than one event is a very small interval is negligible.

## Example 8:

Suppose on an average 1 house in 1000 in a certain district has a fire during a year. If there are 2000 houses in that district, what is the probability that exactly 5 houses will have a fire during the year? [given that $\mathrm{e}^{-2}=0.13534$ ]
Mean, $\bar{x}=\mathrm{np}, \mathrm{n}=2000$ and $\mathrm{p}=\frac{1}{1000}$

$$
=2000 \times \frac{1}{1000}
$$

$$
\mathrm{m}=2
$$

The Poisson distribution is

$$
\begin{aligned}
\mathrm{P}(\mathrm{X}=\mathrm{x}) & =\frac{\mathrm{e}^{-\mathrm{m}} \mathrm{~m}^{\vee}}{\mathrm{x}!} \\
\therefore \mathrm{P}(\mathrm{X}=5) & =\frac{\mathrm{e}^{-2} 2^{5}}{5!} \\
& =\frac{(0.13534) \times 32}{120} \\
& =0.036
\end{aligned}
$$

(Note: The values of $\mathrm{e}^{-\mathrm{m}}$ are given in Appendix )
Example 9:
In a Poisson distribution $3 P(X=2)=P(X=4)$ Find the parameter ' $m$ '.

## Solution:

Poisson distribution is given by $P(X=x)=\frac{e^{-m} m^{x}}{x!}$
Given that $3 P(x=2)=P(x=4)$

$$
\text { 3. } \begin{aligned}
\frac{\mathrm{e}^{-\mathrm{m}} \mathrm{~m}^{2}}{2!} & =\frac{\mathrm{e}^{-\mathrm{m}} \mathrm{~m}^{4}}{4!} \\
\mathrm{m}^{2} & =\frac{3 \times 4!}{2!} \\
\therefore \quad \mathrm{m} & = \pm 6
\end{aligned}
$$

Since mean is always positive $\therefore \mathrm{m}=6$

## Example 10:

If $2 \%$ of electric bulbs manufactured by a certain company are defective. Find the probability that in a sample of 200 bulbs i) less than 2 bulbs ii) more than 3 bulbs are defective. [ $\mathrm{e}^{-4}=0.0183$ ]

## Solution:

The probability of a defective bulb $=p=\frac{2}{100}=0.02$
Given that $\mathrm{n}=200$ since p is small and n is large
We use the Poisson distribution
mean, $m=n p=200 \times 0.02=4$
Now, Poisson Probability function, $P(X=x)=\frac{e^{-m} m^{x}}{x!}$
i) Probability of less than 2 bulbs are defective

$$
\begin{aligned}
& =P(X<2) \\
& =P(x=0)+P(x=1) \\
& =\frac{e^{-4} 4^{0}}{0!}+\frac{e^{-4} 4^{1}}{1!} \\
& =e^{-4}+e^{-4}(4) \\
& =e^{-4}(1+4)=0.0183 \times 5 \\
& =0.0915
\end{aligned}
$$

ii) Probability of getting more than 3 defective bulbs

$$
\begin{aligned}
\mathrm{P}(\mathrm{x}>3) & =1-\mathrm{P}(\mathrm{x} \leq 3) \\
& =1-\{\mathrm{P}(\mathrm{x}=0)+\mathrm{P}(\mathrm{x}=1)+\mathrm{P}(\mathrm{x}=2)+\mathrm{P}(\mathrm{x}=3)\} \\
& =1-\mathrm{e}^{-4}\left\{1+4+\frac{4^{2}}{2!}+\frac{4^{3}}{3!}\right\} \\
& =1-\{0.0183 \times(1+4+8+10.67)\} \\
& =0.567
\end{aligned}
$$

distributions, the Binomial and Poisson distribution.
In this section we deal with the most important continuous distribution, known as normal probability distribution or simply normal distribution. It is important for the reason that it plays a vital role in the theoretical and applied statistics.

The normal distribution was first discovered by DeMoivre (English Mathematician) in 1733 as limiting case of binomial distribution. Later it was applied in natural and social science by Laplace (French Mathematician) in 1777. The normal distribution is also known as Gaussian distribution in honour of Karl Friedrich Gauss(1809).

### 3.3.1 Definition:

A continuous random variable X is said to follow normal distribution with mean $\mu$ and standard deviation $\sigma$, if its probability density function
$f(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{1}{2}\left(\frac{x-\mu}{\sigma}\right)^{2}} ;-\infty<x<\infty,-\infty<\mu<\infty, \sigma>0$.

## Note:

The mean $\mu$ and standard deviation $\sigma$ are called it parameters of Normal distribution. The normal distribution expressed by $X \sim N\left(\mu, \sigma^{2}\right)$
3.3.2 Condition of Normal Distribution:
i) Normal distribution is a limiting form of the binomial distribution under the following conditions.
a) n , the number of trials is indefinitely large ie., $\mathrm{n} \rightarrow \infty$ and
b) Neither $p$ nor $q$ is very small.
ii) Normal distribution can also be obtained as a limiting form ol Poisson distribution with parameter $\mathrm{m} \rightarrow \infty$
iii) Constants of normal distribution are mean $=\mu$, variation $=\sigma$ Standard deviation $=\boldsymbol{\sigma}$.
3.3.3 Normal probability curve:

The curve representing the normal distribution is called th

### 3.4 Properties of normal distribution:

1. The normal curve is bell shaped and is symmetric at $x=\mu$.
2. Mean, median, and mode of the distribution are coincide i.e., Mean $=$ Median $=$ Mode $=\mu$
3. It has only one mode at $x=\mu$ (i.e., unimodal)
4. Since the curve is symmetrical, Skewness $=\beta_{1}=0$ and
Kurtosis $=\beta_{2}=3$.
5. The points of inflection are at $x=\mu \pm \sigma$
6. The maximum ordinate occurs at $x=\mu$ and its value is $=\frac{1}{\sigma \sqrt{2 \pi}}$
7. The $x$ axis is an asymptote to the curve (i.e. the curve continues to approach but never touches the x axis)
8. The first and third quartiles are equidistant from median.
9. The mean deviation about mean is $0.8 \sigma$
10. Quartile deviation $=0.6745 \sigma$
11. If X and Y are independent normal variates with mean $\mu_{1}$ and $\mu_{2}$, and variance $\sigma_{1}{ }^{2}$ and $\sigma_{2}{ }^{2}$ respectively then their sum $(\mathrm{X}+\mathrm{Y})$ is also a normal variate with mean $\left(\mu_{1}+\mu_{2}\right)$ and variance $\left(\sigma_{1}{ }^{2}+\sigma_{2}{ }^{2}\right)$
12. Area Property $P(\mu-\sigma<x<\mu+\sigma)=0.6826$
$\mathrm{P}(\mu-2 \sigma<x<\mu+2 \sigma)=0.9544$
$\mathrm{P}(\mu-3 \sigma<x<\mu+3 \sigma)=0.9973$

### 3.5 Standard Normal distribution:

Let $X$ be random variable which follows normal distribution ith mean $\mu$ and variance $\sigma^{2}$. The standard normal variate is efined as $Z=\frac{X-\mu}{\sigma}$ which follows standard normal distribution ith mean 0 and standard deviation 1 i.e., $Z \sim N(0,1)$. The standard
he advantage of the above function is that it doesn't contain any rameter. This enable us to compute the area under the normal robability

$$
\begin{aligned}
\mathrm{P}(\mu-\sigma<\mathrm{x}<\mu+\sigma) & =\mathrm{P}(-1 \leq \mathrm{z} \leq 1) \\
& =2 \mathrm{P}(0<\mathrm{z}<1) \\
& =2(0.3413) \quad \text { (from the area table) } \\
& =0.6826
\end{aligned} \quad \begin{aligned}
\mathrm{P}(\mu-2 \sigma<\mathrm{x}<\mu+2 \sigma) & =\mathrm{P}(-2<\mathrm{z}<2) \\
& =2 \mathrm{P}(0<\mathrm{z}<2) \\
& =2(0.4772)=0.9544
\end{aligned}
$$

is given by

$$
\begin{aligned}
\mathrm{P}(|\mathrm{x}-\mu|>3 \sigma) & =\mathrm{P}(|z|>3) \\
& =1-\mathrm{P}(-3 \leq z \leq 3) \\
& =1-0.9773=0 .
\end{aligned}
$$

Thus we expect that the values in $=1-0.973=0.0027$
lie between the range $\mu+3 \sigma$, normal probability curve " from $-\infty$ to $\infty$.

## Example 15:

Find the probability that the standard normal variate ne between 0 and 1.56 Solution:


$$
\begin{aligned}
\mathrm{P}(0<z<1.56) & =\text { Area between } z=0 \text { and } z=1.56 \\
& =0.4406 \text { (from table) }
\end{aligned}
$$

## Example 16:

Find the area of the standard normal variate from -1.96 to 0
Solution:


Area between $z=0 \& z=1.96$ is same as the area $z=-1.96$ to $z=0$
$\mathrm{P}(-1.96<\mathrm{z}<0)=\mathrm{P}(0<z<1.96)$
(by symmetry)
$=0.4750$
(from the table)

## Example 17:

Find the area to the right of $z=0.25$

## Solution:


$P(z>0.25)=P(0<z<\infty)-P(0<z<0.25)$
$=0.5000-0.0987$ (from the table) $=0.4013$
Example 18:
Find the area to the left of $z=1.5$

## Solution:



$$
\begin{aligned}
\mathrm{P}(\mathrm{z}<1.5) & =\mathrm{P}(-\infty<z<0)+\mathrm{P}(0<z<1.5) \\
& =0.5+0.4332 \quad \text { (from the table) } \\
& =0.9320 \quad
\end{aligned}
$$

