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Binomial distribution is a discrete distribution in which the 
random variable X (the number of success) assumes the 
values 0,1, 2, ....n, where n is finite. 
Mean = np, variance = npq and 

standard deviation o= ynpq, 
Cocfficient of skewness = 

npg 

Coefficient of kurtosis opy clearly each of the 
npq 

probabilities is non-negative and sum of all probabilities is 

1(p< 1,q <l and p +q=1,q=l-P). 
. The mode of the binomial distribution is that value of the 

variable which occurs with the largest probability. It may 

have either one or two modes. 

* two independent random variables X and Y follow 

binomial distribution with parameter (n1, p) and (n2, P 
respectively, then their sum (X+Y) also follows Binomial 

distribution with parameter (n+ n:. p) 



5. If n independent trials are repeated N times, N sets n 

trials are obtained and the expected frequency ofx succe. 
is NnC p" q"*). The expected frequencies of 0,1,.2 
success are the successive terms of the binomial distribut" 
of N(p + 9)" 

of n 

ution 

Example 1: 

al 
Comment on the following: * The mean of a binomi. 

distribution is 5 and its variance is 9 

Solution: 
The parameters of the binomial distribution are n and p 

We have mean > np 5 

Variance> npq=9 

np 
9 

Which is not admissible since q cannot exceed unity. Hence 
the given statement is wrong. 
Example 2: 

Eight coins are tossed simultaneously. Find the probability of getting atleast six heads. 

Solution: 
Here number of trials, n = 8, p denotes the probability of getting a head. 

pand q= 2 

If the random variable X denotes the number of heads, then the probability of a success in n trials is given by P(X x) = ncx p° q", x= 0, 1,2, .. n 

= 

8C 



Probability of getting atleast six heads is given by 
P(x 26) = P(x =6) + P(x = 7) + P(x =8) 

8C+8C 8C 2 

8Cs + 8C,+ 8Cg] 

37 28 +8+1 -
256 

Example 3: 

Ten coins are tossed simultaneously. Find the probability 
of getting ) atleast seven heads (i) exactly seven heads 
(ii) atmost seven hedds 
Solution: 

p Probability of geting a head 

qProbability of not getting a head = 

The probability of getting x heads throwing 10 coins 
simultaneously is given by 
P(X x)= nCx p° 9* x x= 0,1,2,..n 

= 10C% 10C 
AT 

i) Probability of getting atleast seven heads 
Px2 7)= P(x= 7) + P(x = 8) + P (x =9) + P (x =10) 

= 10C+ 10Cg+ 1OCg+ 10C10] 5Y1vbr 

1024120 + 45+ 10+1] = 76 
1024 

,16v 
in) Probability of getting exactly 7 heads 

. 
P(x=7) = 10C7o (120) 20 210 

120 

1024 



ii) Probability of getting atmost 7 heads 

P(xS7) =1 - P(x > 7) 
= I - { P(x = 8) + P (x = 9) + P(x = 10): 

= 1-0{1OC% + 1C, + 10C10 

=I- 0145 +10+1] 

56 = 1 -
1024 

968 

1024 

Example 4: 
20 wrist watches in a box of 100 are defective. If 10 

watches are selected at random, find the probability that (i) 10 are defective (ii) 10 are good (i) at least one watch is defective (iv) at most 3 are defective. 

Solution: 
20 out of 100 wrist watches are defective 

Probability of defec.ive wrist watch, p=" 
0D 5 

q i-p=4 
Since 10 watches are selected at random, n=10 

5 

P(X = x) = nCp q* 0,1,2. .10 X 

4 
) Probability of selecting 10 defective watches 

P(x =10) = 10C10 

=1. 

slo 



ii) Probability of selecting 10 good watches (i.e. no defective) 
P(x =0) = 10C% G) 

1. )-) 
ii) Probability of selecting at lecast one defective watch 

P(x 2 1) =1 - P(x < 1) 
=1 - P(x = 0) 

-1 -10C% 

-

iv) Probability of selecting at most 3 defective watches 
P(x3)= P(x = 0) + P(x =1)+ P(x = 2) +P(x = 3) 

10.9.8 ( ) 
1.2.3 

1. (0.107) +TO (0.026) +45 (0.0062) + 120 (0.0016) 

= 0.859 (approx) 

2xample 5: 
With the usual notation find p for binomial random variable 

ifn= 6 and 9P(X = 4) = P(X = 2) 

solution: 
iPODability mass function of binomial random variable X is 

given by 
(X = x) = nC p q ,X 0, 1,2, ...n 



C3vd hu 

c Cos ses (11) at mes Suc cesced i1) 2oea cty 3 
Po, c qug Ú) adliari 3 

. 

tLC 
hbnoumial dt, ie c:)4 C3) 

at e ast 2 Snc CeSce 

P 1 P(x4) 1 P5) 

c 6.7 + 5t(o. 6-)4 

(A ob, Cf Amost S Cess 
P-D+P=)+Pá=) +P á=s) 

( 
67 5, (t.)"(o.35.,6)63) 

C.q6q2 
a ctly fa 

pob 

hat StucRsSes 

P(x-2 

c(oi o.33 

. 9rE 

f Cie 5 or 6 s ohiideud 

SucCss Fvined lhe 

P vo, SucCe s 

2/ 



w' R ne t at, foT 

MA h 
Va 

VRVcutce 

3 

P= 1q 

16 

P&-16e 

ice ae hee wn 724 tmas e m 

m oeu pe ct at le.ig 3 i to Luc 

tt 5 

1= )- 

P tl 
) 

For Cp ctcd L, 



cS ScCn dutn but wn (1 
Tu pcssch t Leas t oli c tebel by 

aFrenhMat he matic irks D Pots on m 1839. 

Pponi m atc n f bi nci a cht 

ke 7ese s Calle d tle 

Poiss on t, . 

Deiy4icn 
iSaid to e loo c petsseu dt. 

V 

sS wies Ou ol- heqati ve vaueg aud l 

Phob, Ma ss U venb 

P (x-) P)= 

Khewn ai the peucmte C4 the 

dst aud >0 

Noti 
The hst, Crattej v ed b tet 

a amet ezs P. w uohis the poyson olt, ohala 

ingle aanet a A. 

()Te anple pace or the loino, diety 'u 

pe ison dil, i 

tm)Total 

, clts 
the feli 

jn . a ii Cae GP isleve s Veual 
picate c GPo So t 

(4 u wwe d n au Cotiol to de t t , o 



Comm -tLrd y a typ I e, C is t an 

Assupiiohe 
(Tle vasi rLe L 

Can Ch De et heia a Succes 
cui wne 

1)Tne no., of tstak u 

he ob, e c Ctss s se small that 

eual to uty 

Mome t 

E (Y) = Mea 

-1) 

(-1 

. 

E 



1! 

Some examples of Poisson variates are 

1. The number of blinds born in a town in a particularyear. 

2. Number of mistakes committed in a typed page. 

3 The number of students scoring very high marks in a 

subjects 
4. The number of plane accidents in a particular week. 4. 
5. The number of defective screws in a box of 100 
5 

manufactured by a reputed company. 

6. Number of suicides reported in a particular day. 6. 



failure q is very high almost equal to I and n is very large 
3. The parameter: The parameter of the Poisson distribution is 

m. If the value of m is known, all the probabilities of the 
Poisson distribution can be ascertained. 

4. Values of Constant: Mean = m = variance; so that standard 
deviation= Vm 
Poisson distribution may have either one or two modes. 
Additive Property: If X and Y are two independent Poisson distribution with parameter m and m2 respectively. Then (X+Y) also follows the Poisson distribution with parameter (m +m2) 

6. As an approximation to binomial distribution: Poisson distribution can be taken as a limiting form of Binomial distribution when n is large and p is very small in such a way that product np = 
m remains constant. Assumptions: The Poisson distribution is based on the following assumptions. 

i) The occurrence or non- occurrence of an event does not influence the occurrence or non-occurrence of any other event 



The probability of success for a short time interval 
ii) 

or a small region of space is proportional to the 

length of the time interval or space as the case may 

be. 

ii) The probability of the happening of more than one 

event is a very small interval is negligible. 

Example 8: 

Suppose on an average 1 house in 1000 in a certain district 

has a fire during a year. If there are 2000 houses in that district, 
what is the probability that exactly 5 houses will have a fire during 

the year? lgiven that e = 0.13534] 

Mean, x = np, n = 2000 and P 
1000 

= 2000x 1000 

m- 2 

The Poisson distribution is 

P(X=x) em 

x! 

PCX =5)= 2 
5! 

(0.13534)x 32 
120 

= 0.036 

(Note: The values of e" are given in Appendix) 

Example 9: 

In a Poisson distribution 3P(X=2) P(X=4) Find the 

parameter 'm'. 

Solution: 

e" m 
Poisson distribution is given by P(X=x) = 

x! 
Given that 3P(x=2) = P(x= 4) 



e m 
3. 

IS e" m' 
2! 4! 

2 = 3x4 m 
2! 

m+6 
Since mean is always positive .. m =6 

Example 10: 

If 2% of electric bulbs manufactured by a certain company 
are defective. Find the probability that in a sample of 200 bulbs 

i) less than 2 bulbs ii) more than 3 bulbs are defective.[e" = 0.0183] 
Solution: 

2 
The probability of a defective bulb = 

p= 0.02 
100 

Given that n= 200 since p is small and n is large 
We use the Poisson distribution 
mean, m = np = 200 x 0.02 = 4 

e" m 
Now, Poisson Probability function, P(X = x)= 

x! 

Probability of less than 2 bulbs are defective 
= P(X<2) 

= P(x = 0) + P(x = I) 

e4 e4 

i) 

0! ! 

=e*+e* (4) 
=e"(1 + 4) = 0.0183 x 5 

= 0.0915 

Probability of getting more than 3 defective bulbs 

P(x> 3) = 1- P(x S 3) 
ii) 

=1-{P(x = 0) + P(x =1) + P(x=2) + P(x=3)} 

= 1-e"{1+4+ 

= 1- {0.0183 x (1 +4 +8+ I0.67)} 

= 0.567 



distributions, the Binomial and Poisson distribution. 
In this section we decal with the most important continuous 

distribution, known as normal probability distribution or simply 
normal distribution. It is important for the reason that it plays a 
vital role in the theoretical and applied statistics. 

The normal distribution was first discovered by DeMoivre 
(English Mathematician) in 1733 as limiting case of binomial 
distribution. Later it was applied in natural and social science by 

Laplace (French Mathematician) in 1777. The normal distribution 

is also known as Gaussian distribution in honour of Karl Friedrich 
Gauss(1809). 
3.3.1 Definition: 

distribution with mean and standard deviation G, if its 
A continuous random variable X is said to follow normal 

probability density function 
2 

fx) = 
-00x < oo, - o <oo, o > 0. 

GV2T 



Note: 
GF 

The mean and standard deviation o are called t 

parameters of Normal distribution. The normal distribution 

expressed by X ~ N(4, o) 

3.3.2 Condition of Normal 
Distribution: 

i) Normal distribution is a limiting 

distribution under the following conditions. 

a) n, the number of trials is indefinitely large ie., n> 0 

b) Neither p nor q is very smal. 

ii) Normal distribution can also be obtained as a limiting form of 

Poisson distribution with parameter m > 

iii) Constants of normal distribution are mean 
= u, variation =o, 

Standard deviation =o. 

form of the binomial 

and 

3.3.3 Normal probability curve: 

The curve representing the normal distribution is called the= 
nn otricol obout the mea! 



.3.4 Properties of normal distribution: 1. The normal curve is bell shaped and is symmetric at x = 

. 2. Mean, median, and mode of the distribution are coincide i.e., Mean= Median = Mode =u 3. It has only one mode at x = 

u (i.e., unimodal) 4. Since the curve is symmetrical, Skewness Bi0 and Kurtosis= B:= 3. 
5. The points of inflection are at x = 

p to 
6. The maximum ordinate occurs atx =u and 

its value is =. 

oV27 
7. The x axis is an asymptote to the curve (i.e. the curve 

continues to approach but never touches the x axis) 
8. The first and third quartiles are equidistant from median. 
9. The mean deviation about mean is 0.8a 

10. Quartile deviation =0.6745 o 
11. If X and Y are independent normal variates with mean 

and H2, and variance G and o respectively then their sum 
(X+ Y) is also a normal variate with mean (uI t 42) and 

variance (o +o2)) 
12. Area Property P( <x <u +o) = 0.6826

P( - 20 <x <u+ 2o) = 0.9544 

P( 3o <x <u+ 3o) 0.9973 

3.5 Standard Normal distribution: 

ith mean H and variance o .The standard normal variate is Let X be random variable which follows normal distribution 

he adv vantage of the i above 
function is that it 

doesn't 
contain any 

elined as Z = A*E which follows standard normal distribution

Can 0 and standard deviation 1 i.e., Z N(0,1). The standard

-00Z< 

rmal distribution is given by oZ) 

obabili
neter. nis enable us to compute 

the area 
under the normal 

robability curve 



P( G X<uto) 
= P(-I S zs) 
= 2P(0 < z< ) 

2 (0.3413) (from the area table) 

0.6826 

P 2a<x<p+2a) 
= P(-2<z<2) 

2P(0<z <2) 
2 (0.4772) 

= 0.9544 

A-2 

2 
= +2 

z 

P(-3< z <3) 
= 2P(0<z< 3) 

2 (0.49865) 
= 0.9973 

P-3a<x * t ja) 



Area between z =0 & z =1.96 is same as the areaz= -1 96 to z = 0 

P(-1.96z< 0) = P(0<z< 1.96) (by symmetry) 

tnat a normal variate X lies outs lies outside t IS given by 

P(x-> 3o) = P(z]>3) 
(from the table) 0.4750 1-P(-3 Sz< 3) 

= 1 - 0.9773 0.0027 Thus we expect that the values in a nomal probability curve w 

lie between the range j t 3o, though theoretically it ran 

Example 17: 
Find the area to the right of z 

= 0.25 

Solution: from to . 

Example 15: 

04013 

Find the probability that the standard normal variate li 
between 0 and 1.56 
Solution: 

0 4406 

z = 0z= 0.25 

Z0.25) = P(0<2 <o)- P(0z0.25) 

0.5000 - 0.0987 (from the table) = 0.4013 

xample 18: 
ind the area to the left,of z=1.5 

7=1 S6 
+ 

P(0<2<1.56) Area betwecen z 0 and z =s 0.4406 (from table) Solution: 56 
Example 16: 
Find the area of the standard normal variate from -1 o. 

0. 
Solution:

0.9332 

0.4750 

0z 1.5 

I5) 
7-96 = ( 

Fz1.5) PC z <0) + P(0 
0.5 +0.4332 (from the tabic 
0,9332 

92 


