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Onwards IT B.Sc Psychology - STATISTICS - 11 |AY

Objective: To impart the basic knowledge of Statistical tools and their applications in
Psychology.
UNIT1I

Probability Distnbution - Binomial, Poisson and Normal Distributions — Properties and
Applications (without Proof) — Simple Problems. =

UNIT II

Snmpli.ng — Advantages and Disadvantages — Simple Random Sampling — Stratified Random
Sampling - Sychmnu'r: Sampling — (Concept Only) — Sampling Dhstribution — Standard Error
— Tests of Significance — Type 1 and Type II Errors — Large Sample Tests for Single Mean
and Two Means. Tests for single proportion and difference of two proportions.

UNIT III

Small Sample Tests — Test for Single Mean and Two Means — Paired ‘t" Test Chi-Square Test
for Independence of Artributes. Association of Attributes — Contingency Tables — Methods of
Studying Association — Yule's Coefficient of Association

UNIT IV

Measurement and scaling techmques- Categorical vaniables-Data types-Metnc, Interval and
Ratio data. Non-Metric data- Nomunal, ordinal data. Scales of measurement -Comparative

scale, paired Comparison scale, rank order scale, constant sum scale, Non-comparative scale-
continuous ratng scale, [termzed ranng scale- Likert scale, Guitmann scale

UNITV

Non — Parametric Tests— Introductnon advantages and disadvantages. Run test, Sign test,
Median test, Mann-Whitmey U test(one sample only) Kolmogrov Smumov test(rwo samples).

Text Books:

1. RSN. Pillai and V. Bagavath: - Stansucs — Theory and Practice, 5.Chand & Sons
Company Ltd, New Delh:

2. S.C.Gupta and V K Kapoor - Fundamentals of Applied Stanstics, Sultan Chand &
Sons, New Delhi, 11%®revised Edition, June 2012,

3. JP Verma and Mohammed Ghufran- Stanstics for Psychology. Tata Mcgraw Hull
Education (P)Ltd New Delh.
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Binomial distribution 1s a discrete distribution in which the
random variable X (the number of success) assumes the
values 0.1, 2, ....n, where n 1s finite.

Mean = np, variance = npq and

standard deviation ¢ = /npq ,

Coefficient of skewness = 9P :
VPq
. . 1 - 6pq :
Coefficient of kurtosis = , clearly each of the
npq

probabilities is non-negative and sum of all probabilities 1s
Il(p<l,gq<landp+q=l,q=1-p)

The mode of the binomial distribution is that value of the
variable which occurs with the largest probability. It may
have either one or two modes.

If two independent random variables X and Y follow
binomial distribution with parameter (n;, p) and (n, _P}
respectively, then their sum (X+Y) also follows Binomal
Lli.‘slribulinn with parameter (n, + n», p)



&
5. If n independent trials are repeated N times, N sets qp

" trials are obtained and the expected freque.ncy of x Succey,
%y The expected frequencies of 0,12

X
IS N(ncx P 9g . . . N
success are the successive terms of the binomial d:stnbm'mn

of N(p+q)"

/Example 1: _ ) |
Comment on the following: “ The mean of a binomj,

distribution is 5 and its variance is 9”

Solution: o
The parameters of the binomial distribution are n and p

We have mean =>np =5
Variance = npq =9

_n =9
T 5
5

_ Which is not admissible since q cannot exceed unity. Hence
the given statement is wrong.

Example 2:
/ _Eight coins are tossed simultaneously. Find the probability
of getting atleast six heads. '

Solution:
Here number of trials, n = 8 .
getting a head. ; » P denotes the probability of

; I ]
P = and q= —
P 5 q -
If the random variable X 4
o enotes the n
the probability of a success in n trials is given l;l;nber O R thed

P(X=X) = ncxp*q™*, x=10,1.2 n

() (4w

I
|
00
o



Probability of getting atleast six heads is given by W,
P(x 26)=P(x=6)+P(x=7) +P(x=8)
1 l I
= Z_ESC6+ -2—8—'8(:? ?—SCS

|
= > [ 8Cs + 8C4 + 8Cy]

1 37
= — [28+48+]] =-—
o L 1 =5

Example 3:

Ten coins are tossed simultaneously. Find the probability

of getting (i) atleast seven heads (ii) exactly seven heads
(1i1) atmost seven hedds

Solutmn.

p = Probability of getting a head =

q = Probability of not getting a head =

The probability of getting x heads throwing 10 coins
simultaneously is given by
PX=x)=nCip"q. , x=0,1,2,

I X 1 10-x
- 10C, (_] H - g
2 2 2

1) Probability of getting atleast seven heads
Px>27) =P(x= 7)+P(x-8)+P(x 9)+P(x'10)

1 176
) = [120+45 10 + ]024
') Probability of getting exactly 7 heads Caye
P(x=7) = El-mc—,- - ——(120)
120 =

1024



fr \
(&)
_ ¢ 7 heads
bability of getting atmg;
i) Pro P(x<7)= I -P(;(:_ g) +P(x= 9) + P(x = 10)}
| =1-{P(Xx=

- L {10Cs + 10Co + 10C)0}
17 50

et

_]__L[45+|U+l]
= 210
56
1024
068

1024

Example 4:

20 wrist watches in a box of 100 are defective. If 1g
20 wr

d the probability that (1) 10 are
: selected at random, fin _ .
:e;;'te‘i:l:?\?:?:i)clﬂ are good (i) at least one watch is defectiye
(iv) at most 3 are defective.

Solution:

20 out of 100 wrist watches are defective
Probability of defec .ive wrist watch, p :401— -

1
100 5
asf 4
- q p 5
Since 10 watche

s are selected at random, n =]
P(X=x) = nC, p*q™

> X=0,1,2, .10

X 10-x
;IOCx(l) (EJ
s) (3

) Probability ot'selecting 1

0 defectjye Watchesg

10 0
P(x=10) = loc,, (l} 4
5 5

. | l
=1. =~ 3 -
.

SII’J e —_—

510
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i1) Probability of selecting 10 good watches (.. no defective)

P(x = 0) = mq,(l] {.‘i)
5) s

Sl (4

i) Probability of selecting at |cast
Px 21) =1-Px< 1)
=1 -P(x=0)

0

=i~ ”’Cfﬂ@) 3)
-1-(3)

v) Probability of selecting at most 3 defective watches
P(x<3)=P(x=0)+P(x=1)+P(x=2)+P(x = 3)

-vocs( g (5] o (3] (2] +voes 3] (2]
s (5] () -

(2wl [;.f]“ s ()
“ir [ (3

= 1.(0.107) + T0 (0.026) + 45 (0.0062) + 120 (0.0016)
= (.859 (approx,)
Xample 5: o _ -
With the usual notation find p for binomial random variable
\ifn =6 and PX=4)=P(X=2)
v : iable X is
he Probability mass function of binomial random variable
iven by
)(X:x):ncxpx qn-x. . x=0, . 2. ....n

one defective watch
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Some examples of Poisson variates are :

.
2.
3.

4.

=

The number of blinds born in a town in a particular year.
Number of mistakes committed in a typed page.

The number of students scoring very high marks in &
subjects

The number of plane accidents in a particular week.

The number of defective screws in a box of 100

manufactured by a reputed company.
Number of suicides reported in a particular day.
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failure q is very high almost equal to 1 and n is very large.
The parameter: The parameter of the Poisson distribution is
m. If the value of m is known, all the probabilities of the

Poisson distribution can be ascertained.
Values of Constant: Mean = m = variance; so that standard

deviation = Vm
Poisson distribution may have either one or two modes.
Additive Property: If X and Y are two iIndependent Poisson
distribution with parameter m; and m; respectively. Then
(X+Y) also follows the Poisson distribution with parameter
(m, + m;)
As an approximation to binomial distribution: Poisson
;i'lstr-:butfon can be taken as a limiting form of Binomial
“:stnhutmn when n is large and p is very small in such a
ﬁay that product P =m remains constant.

SS - . L] & - & =
ﬂ:mmf'n_ptu::uns. Tht? Poisson distribution js based on the

OWIng assumptions.

) T

1€ occurrence or non- occurrence of an event does

not | *11C
Ot influence the occurrence or non-occurrence of
any other event



=
iiy The probability of success for a short t'ime intervy|
or a small region of space is proportional to the
length of the time interval or space as the case may
be.
iii) The probability of the happening of more than one
event is a very small interval is negligible.

Example 8: . o
Suppose on an average | house in 1000 in a certain district

has a fire during a year. If there are 2000 houses in that district,
what is the probability that exactly 5 houses will have a fire during

the year? [given that e” =0.13534]

- ]
Mean, x = np.,n=2000 and p= ——
1000

|
1000

= 2000 x

m=2
The Poisson distribution i1s

m b}

P(X=x) = —
| e o295
LPX=5)=
_(0.13534)x 32
120
= 0.036

(Note: The values of ™ are given in Appendix )

Example 9:

In a Poisson distribution 3P(X=2) = P(X=4) Find th
parameter ‘m’.
Solution:

~m X

e m
| X!
Given that 3P(x=2) = P(x= 4) |

Poisson distribution is given by P(X=x) =



r" —
e"m _emm (15
3 = N7
2! 4!
2 _ Ix4!
2!
m=+6

Since mean is always positive . m = 6

Example 10:

If 2% of electric bulbs manufactured by a certain company
are defective. Find the probability that in a sample of 200 bulbs
1) less than 2 bulbs 11) more than 3 bulbs are defective.[e” = 0.0183]

Solution:
2
I'he probability of a defective bulb = p = ﬁ}-ﬁ =0.02

Given that n = 200 since p is small and n is large
We use the Poisson distribution
mean., m= np = 200 x 0.02 =4

L %

iy A . , C
Now, Poisson Probability function, P(X = x) =

x!

1) Probability of less than 2 bulbs are defective
- P(X<2)
=P(x=0)+P(x=1)

6—440 e -14|
= +
0! I
—et+e? (@)
— c'q (1+ 4) = 0.0183 x5
=0.0915

i) Probability of getting more than 3 defective bulbs

P(x>3) =I1-P(x<3) "
e :I#{P(x:0)+P(x=|)+Pl-‘:2)+P(h_3}}
-4 '1+£}
—=]-¢e {l+4+—2'? 3

~1-1{0.0183 x (I +4+8+10.67)

- 0.567
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distributions, the Binomial and Poisson distribution.
In this section we deal with the most important continuous

distribution, known as normal probability distribution or simply
normal distribution. It 1s important for the reason that it plays a

vital role in the theoretical and applied statistics.
The normal distribution was first discovered by DeMoivre

(English Mathematician) in 1733 as limiting case of binomial
distribution. Later it was applied in natural and social science by
Laplace (French Mathematician) in 1777. The normal distribution
is also known as Gaussian distribution in honour of Karl Friedrich

Gauss(1809).

3.3.1 Definition:
A continuous random variable X is said to follow normal

D'.St;lblftfon with mean p and standard deviation o, if its
Tobability density function

_l(x—u

2
- )
(x) 2\ © —o<x<w , —o<pu<on, 6>0.

b

]
=€
0\2n



(13

Note: o
standard deviation G are called 1)

The mean p and stande X
parameters of Normal distribution. The normal distribution

expressed by X ~ N(H, ")

3.3.2 Condition of Normal Distribl_lt.ion: |
.« a limiting form of the binomia

i) Normal distribution e
conditions.

distribution under the following ‘ |
a) n, the number of trials 1S ‘ndefinitely large ie.. n=> ® and

b) Neither p nor q 1s very small. o
ii) Normal distribution can also be obtained as a limiting form ol
Poisson distribution with parameter il >

ii1) Constants of normal distribution are mean =
Standard deviation = C.

u, variation =

3.3.3 Normal probability curve:
The curve representing the normal distribution is called th

l-ll.—.-l.-l'l‘l.-'l*t"ll"""_II ‘]I-\f.‘lr" TI.‘I-‘ mpﬁl‘
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.3.4 Properties of normat a: 8

' al dlst i i - l 4
|. The normal cypye ; ribution:

IS .
2. Mean, medianp ana ]:E:]ICSh?Pﬁd and is symmetric at x = W
. B ’ o1 Edistribu 1 s ; .
1.e., Mean = Median = Mode = I tion are coincide

3. Ithasonly one Mode at x =
4. Since the curve s gy

Kurtosis=,=3
5. The points of inflection are
6. The maximum ordinate

l(ie., unimodal)
mMmetrical, Skewness = By=0and

alx=p+teo

OCcurs at x = 1 and
its value is =__L_

G\2n

7. The X aXIS 1S an asymptote to the curve (i.e. the curve
continues to approach but never touches the x axis)

8. The first and third quartiles are equidistant from median.

9. The mean deviation about mean is 0.8 ¢

10. Quartile deviation = 0.6745 &

[1.1f X and Y are independent normal variates with mean p,
and L. and variance 6> and 6,° respectively then their sum
(X +Y) is also a normal variate with mean (p; + u) and

: 2 2

variance (o," +03)

12. Area Property P(p-o<x<pto) = 0.6826
Pu-20<x<pt 20) = 0.9544

P(u-3c<x<pt 3o) = 0.9973

3.5 Standard Normal distribution: o
Let X be random variable which follows normal dlstrlpL:tuo_n
ariate 18

ith mean i and variance .The standard normal vari

rmal distribution
¢fined as 7 = X-H which follows standard no

(o] ’ . _ N(0.1). The standard
ith mean 0 and standard deviation 1 1€ 2~ N0

i
| e.z_?_. o L ZED
“mal distribution is given by ()= Jn 't contain any
s that it doesh e rmal
o i no
he ad\’ﬂntage of the above function rea under the

. e the a
‘fdAMmeter, This enable us to comput

) .
n}babl I]TU 1P ra



P(p-o<x<pto) = P(-1< z<1)

= 2P(0<z<1)
= 2(0.3413) (from the arca table)
= (.6826
P(p-20<x<pto) = P(-2< z2<2)
= 2P(0<z<2)
= 2(0.4772) = 0.9544

Pl — g < x <pt 30)
} 3 = 2P(0<z<3)

5 (0.49865) = 0.9973

S
R e ———
F o




o EERRA ALY WidL g
IS given by
POX —p | > 30) =

- |

normal variate x [je outside the- nge y -

P(lz| >3)
=1-~P(-3 <z<3)
This 1 =0.9773 = 0 0927
l '-'Sb:c €Xpect that the valyeg iN 2 normga| probability curve v
e lw d
from — ,isz the range u £ 3, though theoretically it .-
Example 15
Find th

© probability tha e
between 0 and | 3¢ ’ he standarg normal

ariate i
Solution:

il N
/A
|- ‘l\ " 4406
= —_“___—.__._ I e
= P ==
an
P(0<z<1.56) = Arca between , Yand, . |
= 044906 (from table) 38
Example 16:
Find the area of the standard normal variage from 9
Solution: S
\
' )
\

" nz=0& z=1.96 1s same as the area 7 -
cz<0)=P0 <2<1.96) (bysymmetry)
3 =0.4750 (from the table)

Find the area to the right of z = 0.25

Solution:
fffrr"\

|' %\1 04013

- + i
= ~2-=02%= 025

i 3«'”
Mz>025) = Pi0<z < o) l’t“'r‘: 0.2 5
! = 0.5000 - 0.0987 (from the table)
E_‘lmple 18: _ i
ind the area to the leftof 7 = 1.3

S“hﬁonz

= 4013

/!
0.9332 —4 - \"

28
\.\_“
1 e e b 1

-

; £ { ) B
g I BT s B il

- z=0 =z B

N m-,;'-ﬂl*l’f”‘;-l.?‘l
;%n.duz (from the table)
9332

(22
-1 96 toz =1



