UNIT-1I
CORRELATION

Meaning, Types, Methods of Correlation, Uses,
Scatter Diagram, Karl Pearson’s coefficient of
Correlation, Rank Correlation, Regression,
Differences between Correlation and Regression,
Regression Lines, Regression Equations, Uses and
Limitations of Regression Analysis
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CORREILATION

'DEFINITION

\\The variables are said to be correlated if the changes in one
variable results in a corresponding change in the other
variable. That 1s, when two variables move together we say
they are correlated.

» Boddington states that *° whenever some definite connection
exists between the two or more groups, classes or series or
data there 1s said to be correlation™.

“s
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*» Bowely defines correlation as, when two quantities are so
related that the fluctuations in one are 1n sympathy with the
fluctuations of the other, that an increase or decrease of the
one 1s found in connection with the increase or decrease of the
other and greater the magnitude of change in the other, the
guantities are said to be correlated™
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* According to A. M Tuttle, ““correlation 1s an analysis of the

association between two or more variables.

Simply, correlaion may be defined as the degree of
relationship between two variables.

“Correlation analysis” the purpose of which is the
determination of degree of relationship between the variables

The method of correlation 1s developed by FRANCIS
GALTON in 1885.
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TYPES OF CORRELATION

The different types of correlation are

| Qosiﬁve and Negative correlation

-~ Linear and Non-linear correlation

Simple, Multiple and Partial correlation.

® Positive Correlation
When the values of two variables move same direction,
correlation 1s said to be positive

1e: an increase in the value of one variable results into an
increase 1n the other variable also or if decrease 1n the value
of one variable results into a decrease 1n the other variable
also correlation is said to be positive.

Eg. Temperature and volume
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= Negative correlation
o When the values of two variables move opposite direction,
correlation is said to be negative.
\“ie; an increase 1n the value of one variable results into an decrease in the

. other variable also or if decrease in the value of one variable results into a
increase in the other variable also correlation is said to be positive.

Eg. Pressure and volume

° Linecar Comrelation

When the amount of change in one variable leads to a constant ratio
of change in the other variable, correlation is said to be linear.

° Non linear Correlation

Correlation is said to be non linear (curve linear) when the amount of
change 1n one variable is not in constant ratio to the change in the other
variable.



Simple correlation
In the study of relationship between the variables, if there are
only two variables, the correlation is said to be simple.

\When one variable i1s related to a number of others, the correlation
1s not simple.

e Multiple correlation
In the study of multiple correlation we measure the degree of

association between one variable on one side and all the other
variable together on the other side.

e Partial correlation
In partial correlation we study the relationship of one variable

with one of the other variables presuming that the other variable
remains constant.
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Degree of correlation

The degree or the intensity of the relationship between two
variables can be ascertained by finding the value of coefficient of
correlation. The degree of correlation can be classified into
Perfect correlation
! When the change in the two vanables is such that with an
increase in the value of one, the value of the other increases in a fixed
proportion, correlation is said to be perfect. The perfect correlation may be
positive or negative. Coefficient of correlation 1s +1 for perfect positive
correlation and it is —1 for perfect negative correlation.

No correlation

If the changes in the value of one variable are in association with the
changes in the value ot other variablether will be no correlattion. When
there is no correlation the coefficient of correlation is zero.

Limited degree of correlation

In between no correlation and perfect correlation there may be limited
degree of correlation. It may also be positive or negative. Limited degree of
correlation may be termed as high, moderate or low. For limited degree of
correlation the coefficient of correlation lies between O and 1 numerically.
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METHODS FOR STUDYING CORREIL.ATION

\(Lo__rrelation between two variables can be measured by both graphic
and algebraic method. Scatter diagram and correlation graph are

the two important graphic methods while coefficient of correlation
1s an algebraic method used for measuring correlation.

a) Scatter diagram

This 1s a graphical method of studying the correlation between two
variables. One of the variable 1s shown on the X- axis and the other
on the Y-axis. Each pair of values is plotted on the graph by means
of a dot mark. After all the items are plotted we get as many dots
on the graph paper as the number of points. If these points show
some trend either upward or downward, the two variables are said

to be correlated. If the point do not show any trend, the two
variables are not correlated.
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b) Correlation Graph

4

Under this method, separate curves are drawn for the X variable
and Y variable on the same graph paper. The values of the variable
\are taken as ordinates of the points plotted. From the direction and
closeness of the two curves we can infer whether the variables are
related. If both the curves are move in the same direction(upward or
downward), correlation is said to be positive. If the curves are
moving in the opposite direction correlation is said to be negative.

c) Coefficient of correlation

« Coefficient of correlation is an algebraic method of measuring
correlation.

* Under this method., we measure correlation by finding a value
known as the coefficient of correlation using an appropriate
formula.

« Coefficient of correlation is a numerical value. It shows the degree
or the extent of correlation between two variables.
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= Coeftficient of correlation is a pure number lying between -1
and +1.

* When the correlation is negative, it lies between -1 and O.
= _When the correlation is positive, it lies between O and 1.

* When the correlation of coefficient 1s zero, it indicates that
there 1s no correlation between the variables.

4

» When the correlation coefficient is 1,there is perfect
correlation.

» Between no correlation and perfect correlation there are
varying degree of correlation.

Coeffticient of correlation can be computed by applying the
methods given below

< Karl Pearson’s method
<+ Spearman’s method
< Concurrent deviation method



PROPERTIES OF COEFFICIENT OF CORRELATION

\1&Correlation coefficient has a well defined formula

2. Correlation coefficient is a pure number and is independent of
its units of measurement.

5. It lies between -1 and +1.

4. Correlation coefficient does not change with reference to
change of origin or change of scale.

5. Correlation of coefficient between X and y i1s same as that
between y and x.
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IMPORTANCE OF CORRELATION

\.r\_.Correlatlon helps to study the association between two
variables.

~ Coefticient of correlation is vital for all kinds of research
work.

~ It helps in establishing Validity or Reliability of an evaluation
tool.

~ It helps to ascertain the traits and capacities of pupils while
giving guidance or counselling.

~ Correlation analysis helps to estimate the future values.



Ans : There 1s no correlation between the variables
r=-1

Ans: negative perfect correlation
r =0.2

Ans: low positive correlation
r=09

Ans: high positive correlation
r =-0.3

Ans: low negative correlation
r=-0.8

Ans: High negative correlation




COMPUTATION OF COEFFICIENT OF
CORRELATION

There are two different methods of computing
coefficient of correlation ..

They are ,

v"  RANK DIFFERENCE METHOD
v" PRODUCT MOMENT METHOD



PRODUCT MOMENT METHOD

Most widely used measure of correlation is the
Pearson’s Product moment Correlation
Coefficient.

This method is also known as Pearson’s product
moment method in honour of Karl Pearson , who

is said to be the inventor of this method.

The coefficient of correlation computed by this
method is known as the product moment
coefficient of correlation or Pearson’s correlation

coefficient.
It is represented as r’.



The standard formula used in the
computation of Pearson’s product moment
correlation coefficient is as follows :

N>2(XY)—2>. XY

-

JINS X2 (T X)INZY?2—(Y)?]



Where,

* N - the no: of pairs of data

* 7 - the summation of the items indicated
» X - the sum of all X scores

« >X? - each X score should be squared and then

those squares summed{the sum of the X squared
scores}

« (ZX)? - X scores should be summed and the total
squared(the squares of the sum of all the X
scores)



* 3Y —the sum of all Y scores

e 3Y? - each Y score should be squared and then
those squares summed

* (2Y)? - Y score should be summed and the
total squared



CALCULATE THE CORRELATION OF THE
FOLLOWING DATA

SUBIJECT SCORES INTEST 1 SCORES IN TEST 2

A 5 12
B 3 15
5 2 11
D 8 10

E 6 18



SUBJECT SCORES IN | SCORES IN XY Y2
TEST 1 (X) TEST 2 (Y)
A = 12

B 3 t &
C 2 11
D 8 10
E 6 18



SUBJECT SCORES IN SCORES IN
TEST 1 (X) TEST 2 (Y)

B 3 15 45 9 225
= 2 11 22 a4 121
D 8 10 80 64 100
E 6 18 108 36 324

N=5 2X=24 2Y=66 2XY=315 ZX?=138 2Y?=914



s

- J(5x138-24%)./(5x914—66%)
1575— 1584
J(690 —576)(4570— 4356)
75
- J114x214
=TS
/24396
=7

T 156.2
r=—0.480

y =

r

r

r



r=-0.480

ie, product moment correlation coefficient=
-0.48



HOW TO EVALUATE A CORRELATION

 The values of ‘r’ always fall between -1 and +1
and the value does not change if all values of

either variable are converted to a different
scale.

 For eg. If the weights of the students were
given in pounds instead of kilograms , the
value of r’ would not change.



INTERPRETATION OF CORRELATION
COEFFICIENT

CORRELATION VALUE INTERPRETATION

<0.50 Very low
0.51 to 0.79 Low
0.80 to 0.89 Moderate

=20.90 High (Good)



Spearman’s
Rank Correlation Coefficient



" e .
d: differences between the ranks of the two variables

-

‘n: number of samples



Example:

Calculate Spearman’s Rank Correlation

English 56 75 45 71 62 64 58 80 76 61
Maths 66 70 40 60 65 56 59 77 67 63
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67
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10

10

16



de=25+1+9+1+16+1+1=54






as n = 10. Hence, we have a p (or r,) of 0.67. This
indicates a strong positive relationship between the ranks
individuals obtained in the maths and English exam. That

IS, the higher you ranked in maths, the higher you ranked
in English also, and vice versa.



Example 4. Compute coefficient of correlation by Karl Pearson Method
for the following data

=

Solution
Let the A M.s Ax and Ay be 2200 and 6 for X and Y series respectively

1800 | 1900 | 2000 | 2100 | 2200 | 2300 | 2400 | 2500 | 2600
5 5 6 9 7 8 6 8 J 9

e —————

X Y dx |(i=100) dx dy dxdy
1800 5 —400 —4 —1 16 1 4
1900 5 -300 -3 —1 9 1 3
2000 6 —-200 -2 0 4 0 0
2100 9 ~-100 -1 3 1 9 -3
2200 | 7 0 0 1 0 1 0
2300 - 100 1 2 1 4 2
2400 6 200 2 0 4 0 0
2500 - 300 3 2 9 4 6
2600 9 400 4 3 16 9 | 12
N=9 Edc =0 | Tdy=9 zdx2=sozdy2=29!de y = 24

r

(9X24) - (0) (9)

216

N9) 60) - (0)2 V(9) (29)— (9)2 V97200

(Note : We can also proceed dividing X by 100)
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2 2
Age (X) > X Y XY
1 3 1 9 3 T NEIXY — IXIY :
2 4 4 e 2 VNEX? _ (2%)? VNIY? — (zY)?
3 6 9 36 18 5x 117 — 15 x 32
5 12 29 144 60 V5 % 55 — (15)2 V5 x 254 — (32)°
15 | 32 55 254 117 |
585 — 480 105 105 105

= = - - —_—— = = = = 09467 An
V375 — 235 V1270 — 1024 V50 x 246  Y12300 110.90 ®
Type II : It is direct formula to find r. This formula can effectively be u
where ¥ and ¥ is not in fractions. The formula is

i xy
VEx?2.xy?
y is the deviation of Y variable from its ¥. ; xy is the product of the two al

dx? is the square of x ;y2 is the square of dy.

Example 2. Calculate coefficient of correlation between death and bi
rate for the following data.
!

r= - where dx is the deviation of X variable from its X.

Birth Rate 24 | 26 | 82 | 383 | 385 | 30
Death Rate 15 | 20 | 22 24 } 27 ‘, 24

Solution
S = z - .
Birth Rate | Death Rate | X-X) | (Y-Y X-X" | (¥-Y) X-3
X l Y = X =y = x* =y2 XY -Y)=x




Question:

Marks obtained by 5 students in algebra and trigonometry as given below:
Calculate the Pearson correlation coefficient.

Algebra 15 16 12 10

Trigonometry 18 11 10 20

17



Solution:
Construct the following table:

X y X2 y? Xy
15 18 225 324 270
16 11 256 121 176
12 10 144 100 120
10 20 100 400 200
8 17 64 289 136

X =61 Sy =76 $X2 =789 Sy2 = 1234 $Xy = 902



REGRESSION
ANALYSIS
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REGRESSION

o Regression Analysis measures the nature and
extent of the relationship between two or more
variables, thus enables us to make predictions.

o Regression i1s the measure of the average
relationship between two or more variables.
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UTILITY OF REGRESSION

o Degree & Nature of relationship

o Estimation of relationship

o Prediction

o Useful in Economic & Business Research

LD A08Saj0d ] JuB)SIssy Yaug JapuLg




DIFFERENCE BETWEEN CORRELATION &
REGRESSION

o Degree & Nature of Relationship

« Correlation 1s a measure of degree of relationship
between X & Y

« Regression studies the nature of relationship
between the variables so that one may be able to
predict the value of one variable on the basis of
another.

o Cause & Effect Relationship

« Correlation does not always assume cause and effect
relationship between two variables.

« Regression clearly expresses the cause and effect
relationship between two variables. The independent

variable i1s the cause and dependent variable 1s effect.

1L0d Iossajoa ] jueisissy 'gdug JapuLng




DIFFERENCE BETWEEN CORRELATION &
REGRESSION

o Prediction
« Correlation doesn’t help in making predictions
» Regression enable us to make predictions using
regression line
o Symmetric
» Correlation coefficients are symmetricali.e.r =1 .
+ Regression coefficients are not symmetrical 1.e. b, # b,.,.

o Origin & Scale

« Correlation is independent of the change of origin and
scale

« Regression coefficient i1s independent of change of origin .

L0 (085aj08 ] JUBISISSY ‘Ydug JapuLig

but not of scale




TYPES OF REGRESSION ANALYSIS

o Simple & Multiple Regression
o Linear & Non Linear Regression
o Partial & Total Regression
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SIMPLE LINEAR REGRESSION

Simple
Linear
Regression |

) u

Regression
Equations

Regression
Lines

Regression
Coefficients

o
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REGRESSION LINES

o The regression line shows the average relationship
between two variables. It is also called Line of Best Fit.

o If two variables X & Y are given, then there are two

regression lines:
+ Regression Line of X on Y

+ Regression Line of Y on X

o Nature of Regression Lines
« Ifr==1, then the two regression lines are coincident.

AJOd ] JuBISISSY ‘Ydug Japurig

« Ifr =0, then the two regression lines intersect each other at
90°.

« The nearer the regression lines are to each other, the greater
will be the degree of correlation.

« If regression lines rise from left to right upward, then
correlation is positive.

AL)d ‘108




REGRESSION EQUATIONS

o Regression Equations are the algebraic
formulation of regression lines.
o There are two regression equations:

« Regression Equation of Y on X
oY =a+ bX
oY —-Y=byx (X —X)

oY —-Y¥=1. %x (X _X)

ajou | JuEIsissy 'gdug JapuLng

» Regression Equation of X on Y
oX=a+hb¥Y
oX—-X=bxy(Y —Y)

oX—-X=r. g‘-(Y —Y)
oy

AL)d 088




REGRESSION COEFFICIENTS

o Regression coefficient measures the average
change 1n the value of one variable for a unit
change in the value of another variable.

o These represent the slope of regression line
o There are two regression coefficients:

» Regression coefficient of Y on X: b, =71.

= Regression coefficient of X on Y: b, = 7.

G133 18
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PROPERTIES OF REGRESSION
COEFFICIENTS

o Coefficient of correlation is the geometric mean of
the regression coefficients. i.e.r = /b, . byx

o Both the regression coefficients must have the
same algebraic sign.

o Coefficient of correlation must have the same sign
as that of the regression coefficients.

o Both the regression coefficients cannot be greater
than unity.

o Arithmetic mean of two regression coefficients is
equal to or greater than the correlation

- - . bxy+byx
coefficient. i.e. =2X=22X >

o Regression coefficient is independent of change of
origin but not of scale

TL0d I08saj0a ] JUBSISSY 'Ydumg JapuLng




OBTAINING REGRESSION EQUATIONS

Regression
Equations

Using
Regression
Coefficients

Using Normal
Eguations
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REGRESSION EQUATIONS IN INDIVIDUAL
SERIES USING NORMAL EQUATIONS

o This method is also called as Least Square Method.

o Under this method, regression equations can be
calculated by solving two normal equations:
« For regression equation Y on X: Y =a + bX

o XY = Na+ bXX
o ZXY = aXX + bX X2

« Another Method

N .IXY — EX.ZY g
N.EX2Z —(£X)2

ajou ] umysissy ‘ydug Japuing

a=Y —bX

(@] byx —

A10d ‘a0ss

o Here a 1s the Y — intercept, indicates the minimum
value of Y for X =0

o & b 1s the slope of the line, indicates the absolute
increase 1n Y for a unit increase 1n X.




Calculate the regression coefficient and obtain the
lines of regression for the following data
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9 1 81 9

3
10
12
11
13
14

1
9
16
25
36
49

Table 9.7

64
100
144
121
169
196

16
30
48
55
78
98



xy

X

NEZXY —(22X)(2Y)

N V2 (XY
7(334) — (28X 77)

7(875) —(77)”
2338 — 2156

QL2Z>5—>OY9Z29

182
196

0.929



X-X =b (V-T)
X-4 =0929(¥-11)
X-4 = 0.929Y-10219

' The regression equation X on Yis X=0.929Y-6.219



Regression coefficient of Y on X



I"‘t

I‘ 'x

NZXY —(ZX)(XY)

N ITX2—(EX)Y

7(334)—(28)(77)
7(140) — (28 )

2338 — 2156
- 980 — 784

182
X196

= 0.929



Regression equation of Y on X



Y-11 =0.929 (X-4)



Y =0.929X-3.716+11
= 0.929X+7.284

The regression equation of Y on X 1s Y= 0.929X +
7.284



MEANING OF INTERCEPT AND SLOPE:

In the equation of a straight line (when the
equation is written as "y = a + bx"), the slope is
the number “a" that is multiplied on the x, and
"b" is the y-intercept (that is, the point where the
line crosses the vertical y-axis). This useful form
of the line equation is sensibly named the "slope-
intercept form".



https://www.purplemath.com/modules/strtlneq.htm
https://www.purplemath.com/modules/slope.htm
https://www.purplemath.com/modules/intrcept.htm
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